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Abstract. Background. Cybersecurity controls are deployed to man-
age risks posed by malicious behaviours or systems. What is not often
considered or articulated is how cybersecurity controls may impact le-
gitimate users (often those whose use of a managed system needs to be
protected, and preserved). This characterises the ‘blunt’ nature of many
cybersecurity controls.
Aim. Here we present a synthesis of methods from cybercrime opportu-
nity reduction and behaviour change.
Method. We illustrate the method and principles with a range of exam-
ples and a case study focusing on online abuse and social media controls,
relating in turn to issues inherent in cyberbullying and tech-abuse.
Results. The framework describes a capacity to improve the precision of
cybersecurity controls, identifying opportunities for risk owners to better
protect legitimate users while simultaneously acting to prevent malicious
activity in a managed system.
Conclusions. We describe capabilities for a novel approach to manag-
ing sociotechnical cyber-risk, which can be integrated into typical risk
management processes, to allow for side-by-side consideration of efforts
to prevent and preserve different behaviours in a system, by examining
their shared determinants.

Keywords: risk management, cyber risk, sociotechnical security.

1 Introduction

Cybersecurity controls are deployed within a managed IT system, such as in
a business or an online service platform, to manage cyber risks and address
unknown or anticipated malicious behaviour. Implicit in common security and
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privacy risk management practices is that if a control is well-intentioned, it will
not do any harm to those it is meant to protect. Cyber threats can impose a
range of different harms upon legitimate users [3], however so can cybersecurity
risk controls if not carefully considered [17]. This can result in e.g., legitimate
users being removed from a system, or their activity being misclassified. Such
unintended harms may be more severe for specific user groups who lack targeted
support (such as the technical skills assumed to follow basic advice), or are
inadvertently treated as malicious entities (e.g., by rules for identifying suspicious
activity on a social media platform). To prevent these harms, we need a capacity
to identify them in advance.

The potential for risk controls to harm legitimate users is pronounced in
modern IT systems, as the hyperconnectivity they embody between individuals
[52] means that malicious and legitimate activity in the same environment has
some of the same observable behaviours and use of the same infrastructure (e.g.,
accessing an online account through the same interface). We must ensure that a
candidate risk control does not impact existing activities and controls associated
with legitimate users.

Many methods exist for analysing a whole system to discourage a malicious
behaviour [19,20], or to promote positive behaviours [60], i.e., behaviours to en-
courage (whether they relate to security and privacy or not — Section 2). We
consider the latter schools of science together, as a means to avoid ‘blunt’ con-
trols which reduce malicious behaviours at the cost of legitimate behaviours.
An example would be an automated detection system which blocks both mali-
cious and legitimate users, or changing system features to stop an attack but
making other benign activities difficult or impossible. This leads to approaches
to address the sociotechnical precision of cybersecurity controls, to target only
malicious or unwanted behaviours (Section 3). We note that to our knowledge,
the interplay between these two groups of approaches has not been considered
within or outside of cyber-risk management, though formative and disparate
activities can be found.

We describe extensions to address gaps in existing risk management ap-
proaches, to explicitly consider user behaviour as an asset to protect; identifying
shared determinant factors between negative and positive behaviours in a sphere
of interference, and; the need to engage with stakeholders in the sociotechnical
system in key risk management decisions. This acts as a foundation for a holis-
tic cyber-risk management which is “user-friendly while abuser-unfriendly” [30].
We apply the novel approach to a case study on cyberbullying, where there are
many cross-cutting concerns (Section 4). We close with discussion (Section 5)
and directions for future work (Section 6).

2 Managing Security for an Ecosystem of Behaviours

With IT systems underpinning so much of what people do in their normal lives,
legitimate users and malicious actors are using the same infrastructure and tech-
nologies, making it more difficult to distinguish between them. To address this,
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we explore the synthesis of crime science and crime prevention (Section 2.1),
with behaviour change science (Section 2.2), alongside information security man-
agement standards (Section 2.3). This identifies gaps in existing cyber-risk ap-
proaches, and opportunities to refine the precision of sociotechnical security con-
trols (Section 2.6), couched within existing cyber-risk management approaches.

2.1 Discouraging malicious security-related behaviours

Scholars have explored the applicability of existing crime prevention theoretical
frameworks and approaches to the domain of cybercrime. Both social learning
theory and general theory of crime have been applied to examine cybercrime,
such as hacking behaviours [12,58,59], where both theories focus at the level
of the individual. Other crime prevention approaches focus on the opportunity
structures and immediate environment as causes of criminal acts. Situational
crime prevention (SCP) has shown success in addressing numerous offline crimes
such as burglary and car theft [19], and online crimes such as data breaches [24].

SCP is a framework of strategies aiming to reduce criminal opportunities
arising from the immediate environment [18,19]. Rather than viewing crime as a
result of criminal predispositions, it views crime as the result of one’s deliberate
choices and decisions [18], affected by a person’s immediate situation and cir-
cumstances. This shapes the three inter-related features of SCP, being specificity
of the crime, the immediate environment, and the individual’s perception and
decision to commit a malicious act [18,19]. Associated techniques fall under five
categories, each containing five techniques: increasing efforts, increasing risks,
reducing reward, reducing provocations, and removing excuses [19,25,75]. These
opportunity reduction techniques target the potential components of criminal
opportunities [19,21,25,75], affording precision in targeting malicious behaviour.

Routine Activity Theory (RAT) emphasises the circumstances around when
crimes occur [23,38]. Its main proposition is that crime occurs as the convergence
in space and time of a suitable target, a motivated offender, and the absence of
a capable guardian [23,38]. This last element refers to any person or object with
the potential capabilities to prevent the occurrence of a crime [23]. Although gen-
erally associated with formal guardians such as police officers, capable guardians
can have informal roles, such as pedestrians on the street or security cameras
in stores. RAT has been adapted to explain victimisation as a result of online
lifestyle and routine behaviours, while conceptualising computer and cybersecu-
rity features as effective guardians [15]. Here we focus on risk owners within a
managed IT infrastructure as ‘guardians’ of legitimate users in a system, acting
to reduce the opportunities and capacity to conduct malicious activity.

2.2 Encouraging positive security-related behaviours

A range of factors are critical to encouraging an individual to adopt a posi-
tive behaviour. The COM-B model [60] distills critical factors for promoting
behaviour change, namely capability, opportunity, and motivation. The authors
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position these factors alongside complementary layers of intervention and pol-
icy activities (such as environment design). These then complement the broader
range of levers found in situational crime prevention (Section 2.1); it also in-
dicates that there is a shared environment where interventions to prevent and
to promote behaviours may all be happening in the same place. Similarly, the
‘B=MAP’ behaviour change framework [39] encompasses the need for a combi-
nation of Motivation, Ability, and Prompt for new behaviours to form. Prompts
have been explored for security elsewhere (in security advice for consumers [63]).

Clear [22] outlines principles necessary to position and sustain a good be-
haviour, and de-emphasise unwanted behaviours. The latter can include making
a behaviour more difficult to accomplish, less visible, or less desirable. If risk
controls are not targeted sufficiently, they may induce effects upon otherwise
positive behaviours which mirror the same techniques used to break bad habits.
Similarly, the Theory of Planned Behaviour (TPB) [4] highlights the importance
of self-efficacy (a person’s belief that they can enact a behaviour toward an in-
tended outcome), which is critical for security-related behaviours [35]. Regarding
controls themselves, if a behaviour is seen as undermined and unlikely to succeed,
this reduces (positive) control beliefs.

Intervention Mapping [7], within the health domain, identifies relationships
between critical factors for an intervention aimed at an ‘at risk’ group. The ap-
proach acknowledges that development and deployment of an intervention is a
collaborative activity involving a variety of stakeholders. The approach identi-
fies behavioural and environmental causes of problems, producing determinants
of problem behaviours. The approach also advocates “reframing problem be-
haviors and environmental causes of health problems as desirable behaviors and
environmental outcomes”. Subgroups are further differentiated through targeted
performance objectives and determinants. Being precise is then framed as key to
encouraging and sustaining good behaviours. These principles have been applied
in targeting cybersecurity awareness initiatives [65].

Again looking to the health domain, the PRECEDE-PROCEED intervention
framework [41] includes a PRECEDE phase, which diagnoses factors critical to
an intervention, including behavioural and environmental factors. This phase
includes identifying the activities of actors which can affect the environment.
Here we develop an approach for cybersecurity for actors, such as cyber-risk
owners, to engage in this kind of diagnosis. PRECEDE-PROCEED emphasises
the development of more specific interventions to target a particular group and
behaviour, including factors which promote or prevent a behaviour. Here we
argue that the need for such precision should be emphasised similarly in the
design of cybersecurity interventions, rather than after an intervention has been
enacted as may be seen if they contribute to harms.

2.3 Risk management for systems of behaviours

We refer to risk owners as the stakeholders in an IT environment who have the
authority and decision-making responsibility to enact changes to the cybersecu-
rity apparatus within that environment (including technical and sociotechnical
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controls). This is aside from a risk owner potentially being the person assigned
responsibility in an organisation. We refer to risk management literature aimed
primarily at organisations, as it is indicative of how security-related behaviours
may be managed and allows us to build on practices familiar to risk managers.

Various risk management approaches have hinted at issues tangential to
our aims, albeit without directly addressing the linked impacts between ef-
forts to prevent and preserve different IT-facilitated behaviours concurrently.
ISO/IEC 27005:2011 (‘Information security risk management’) [53] explicitly in-
cludes ‘Identification of consequences’, though focusing on the consequences of
a threat upon an asset, with no explicit examination of the impacts a control
may have upon that asset. The broader ISO/IEC 31000:2018 ‘risk management’
guidelines [13] acknowledge that risk management efforts may produce unin-
tended consequences, noting that implementation of risk treatment plans ought
to ensure that controls are effective when they are deployed, or otherwise that
any risks they introduce are managed.

Related ‘Risk management techniques’ in ISO/IEC 31010:2009 [49] outline
consequence analysis, to capture impacts including those affecting different ob-
jectives and different stakeholders. It is also advised to capture how consequences
relate to the original objectives, and secondary consequences, with further con-
sideration of hazards, including physical harm. The potential for knock-on im-
pacts from managing one risk upon another risk are highlighted, but not further
developed. The need to ensure a ‘freedom from risk’ is acknowledged in the dig-
ital domain within standards for software development (as in ISO 25010 [50]).
Techniques exist in cyber-risk management standards which can minimise unin-
tended harms to legitimate users, but are not being coordinated to do so.

The NIST ‘Risk Management Framework for Information Systems and Orga-
nizations’ standard [54] brings attention to “potential adverse effects on individ-
uals”, and that some capabilities must be upheld to meet stakeholder needs. Our
framework addresses a need for existing security and non-security capabilities
to escape impact from subsequent countermeasures. The OCTAVE risk man-
agement process [5] considers how a risk management strategy itself can impact
‘exposed assets’. We argue that users and behaviours linked to known, permitted
capabilities within a system should be explicitly regarded as assets to protect,
echoing directions outlined by a successor to OCTAVE, OCTAVE Allegro [14].

2.4 Existing examples

The following are examples of where consideration of the interplay between ma-
licious behaviours and legitimate user activities has resulted in precise targeting
of negative outcomes while preserving positive behaviours.

– Phishing reduction through token authentication. Google employees
were provided with two-factor authentication (2FA) tokens [57]. Rather than
relying solely on training to avoid phishing attacks, this recognises that email
links and service access can be typical in work, and that malicious/fake links
etc. may be difficult to spot all of the time, making them difficult to separate.
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By using physical tokens to enable system access, a ‘successful’ phishing at-
tack does not gain enough credentials to compromise a system (nullifying
the value of knowledge-based credentials). This also means that employees
are not under pressure to identify malicious links themselves to avoid com-
promise at all cost, and as a result warp their treatment of legitimate emails.

– ‘Loan-phones’ during digital forensics activities. When a personal
phone is being analysed for evidence of domestic abuse, some police forces in
the UK provide a temporary phone, while some may not (which can factor in
grave consequences [10]). A temporary phone preserves a person’s capacity
to reach their social support network or seek help. Here, a control to collect
data of malicious activity (from smartphones) inadvertently removes the
smartphone from its user; provision of loan phones reduces the impact to
positive behaviours.

– Socio-technical password controls. There have been approaches in UK
policy3 to shift effort in managing passwords from end-users to background
technical controls, so that legitimate users do not face the same difficulties
that are created to dissuade malicious behaviour. For instance, system mon-
itoring may be able to detect suspicious system activity and block access to
legitimate login sites. 2FA tokens, as above, is a similar measure, reducing
the heavy reliance on legitimate users to protect their passwords.

2.5 Related work

The SCENE framework [26] suggests to develop cybersecurity behaviour change
options so that the most secure options are most accessible, ideally as ‘defaults’
(as applied for wi-fi selection [73]). Similar to behaviour change and crime reduc-
tion approaches, SCENE advocates co-creation of solutions with target audience
and stakeholders. We posit that the available options for using IT securely may
be reduced by efforts to reduce malicious activity.

Agrafiotis et al. describe a taxonomy of cyber harms [3] which may be ob-
served in organizations. The taxonomy comprises five broad themes, including
digital harm, and social and societal harm. The authors posit that analytical
tools are necessary to reduce these harms, and as part of risk assessment. Sim-
ilarly, Chua et al. [17] encourage risk managers to explore the potential for
unintended harms to emerge as a result of their own risk controls. The authors’
framework emphasises the need to support vulnerable populations who may
experience harms if risk controls work against them rather than for them. We
identify factors which contribute to unintended harms, rather than consequences.

The Security Function Framework (SFF) [29] surfaces design considerations
for sustainable crime reduction solutions, and creation of new products. Ekblom
notes that malicious actors and their (potential) victims may have script clashes
[32], with a need to design solutions to “favour the good guys”. Where a crime
reduction solution has a niche [31] in how it relates to “other products, people

3“Password policy: updating your approach”: https://www.ncsc.gov.uk/collection/
passwords/updating-your-approach

https://www.ncsc.gov.uk/collection/passwords/updating-your-approach
https://www.ncsc.gov.uk/collection/passwords/updating-your-approach
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and places in the human, informational and material ecosystem”, we pursue a
similar notion of precision. As we consider user communities in IT ecosystems,
this involves users, user behaviours, and infrastructure.

2.6 Synthesis of sociotechnical risk-related research

We have shown in the above analysis that activities to reduce behaviours are
linked to activities to promote or sustain behaviours, arguably more so in hyper-
connected IT systems. Risk management standards hint at the need to balance
these efforts, but do not sufficiently articulate and address the needs to protect
users and existing user behaviours. Both negative behaviour and positive be-
haviour change approaches iterate over an intervention to reach a more precise
solution. Behaviours are regarded as the result of a combination of individual
factors (motivations, personal beliefs, self-control), capabilities of the individ-
ual, behavioural factors, and environmental factors (opportunity, rewards and
punishments). Linkages between definitions of positive and negative behaviours
can then be identified, as a measure that acting on one can impact the other,
creating what we refer to here as interference.

Techniques in both crime reduction and behaviour change both act to move
from an undesirable behaviour to a new target behaviour. Risk management and
crime reduction approaches focus on undoing negative behaviours, but given the
interconnected nature of cyber-risks, what is missing is a consideration to protect
existing positive behaviours while doing so.

When identifying determinants from the perspective of crime prevention, the
first step is having a specific definition of a malicious behaviour, regardless of the
level of determinants [19]. Small variations in malicious behaviour are the results
of a combination of factors [19,23,25,38]. Specifying a malicious behaviour allows
for more precise identification of determinants. Behaviour change approaches,
such as Intervention Mapping, are similarly specific in defining behaviours.

We make a simplifying assumption that a risk owner is afforded more sight
than any other stakeholder of candidate risk controls and their features. This
means they can better develop an awareness of causal factors for user behaviours
as defined in a control [69]. Engagement with stakeholders (including guardians
managing offenders, targets, and places) is encouraged to reach effective solu-
tions, in both crime reduction and positive behaviour change. We see in our Case
Study (Section 4) examples of action taken by parents to protect their children
online. Those managing or encouraging positive behaviours are best-placed to
identify potential consequences. We then focus on those mechanisms under the
view of a risk owner which can result in changes to other parts of the system
(Section 3.1).

The identification and involvement of stakeholders in shaping controls ap-
pears somewhat open-ended in current risk management approaches. Risk man-
agement standards are generally quite detailed in determining how the actors
and constituent elements in a system may be adversely affected by an incident or
malicious activity, but this same rigour is not applied to the controls themselves.
Where ISO 27005:2011 [53], for instance, refers to the ‘scope and boundaries’
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for a risk control, the notion of ‘boundaries’ in cyber-risk management requires
development in terms of how user needs are identified with stakeholders. Tech-
niques may be adapted relating to guardianship in RAT, or crime preventers and
promoters in the work of Paul Ekblom [31]. There needs to be greater proactive
effort to identify stakeholders to avoid harms from deploying a risk control.

We argue that positive behaviours exhibited by legitimate users need to be
an explicit part of cyber-risk assessment, but that there is a pronounced gap
in existing cyber-risk management approaches, where sociotechnical assets are
not directly considered despite being represented in systems as user profiles,
behaviour data, and system management decisions/rules which act upon them.
Risk management is at present centred around data and artefacts of value, but
the behaviour of legitimate users is not directly considered. However, changes
in how aspects of existing risk management approaches are emphasised can re-
alise more holistic, user-centred outcomes. We address this in the next section,
toward sociotechnical risk management. We also consider the shared language of
mediations between preventative behaviour management and positive behaviour
change in secured systems, as a means of moving beyond blunt instruments in
cybersecurity.

3 Framework for Precision in Sociotechnical Controls

3.1 Prevention and preservation of behaviours

Risk controls in an IT environment potentially restrict behaviour, users, and
infrastructure [17], in turn affecting actual user behaviour, through their repre-
sentations in IT systems. A risk owner making decisions about IT-security and
related technical systems is unlikely to have a direct view of what users are
doing. Instead they have access to systems which record or prohibit particular
activities on systems, as data. There is then a lack of explicit acknowledgement
of the connections between what would normally be considered assets to protect,
such as data and systems, and the legitimate user activities that use those assets.

For our purposes, this is directly addressed by adopting the mechanistic ap-
proach to cybersecurity described by Hatleback and Spring [44]. With this, a
behaviour can be an indexed entity, as a file or data, but also exist as an activity
in a system, producing a visible phenomenon. An example would be a ‘delete’
function which exists as rules, but can also be enacted as an activity which is
run within the system.

A foundation for precision in sociotechnical security controls extends the
definition of an asset to include indexed entities (Figure 1). This relates (positive
and negative) real-world behaviours to identifiable data and systems which a
cyber-risk owner imposes decisions upon. Critically, there is a feedback loop
between System Assets and People — if there are rules about how data can be
created in a system, these rules may restrict the activities of People. Examples
include restrictions on credentials necessary to make a new account on a system,
or checks for particular kinds of behaviour which are permitted.
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Fig. 1. Extending risk management artefacts to accommodate sociotechnical risk man-
agement. Individual People may interact with a system in such a way that User Profiles
and Behaviour Data are generated and maintained. These are then Indexed User Data,
generated as system activities alongside the behaviours of People using a system.

If we are able to represent behaviour as an indexed entity in a managed
system, this leads to the challenge of coordinating two up-to-now distinct ef-
forts. The first is the removal of negative/malicious behaviours from the system,
e.g., inflammatory posts on social media. The second is maintaining positive
behaviours already in the system, e.g., allowing users to share posts on social
media. Where risk management often involves maintaining a risk register of top
risks, a specific risk management activity is generally missing to address the
second of these efforts, and record user behaviours which are active in the sys-
tem and must be preserved. An example would be that a legitimate user from a
particular geographic location should be able to make regular posts to a social
media platform and share links if they would want to, but that malicious activ-
ity seeming to emerge from the same area, posting fake messages and sharing
malicious links, ought to be stopped, as may happen in online romance scams
[17]. The capacity to populate a (positive) behaviour register is needed, where
this is a natural extension to existing risk management techniques, aligning with
behaviour intervention approaches (Section 2.3).

3.2 Intersection of behaviours to prevent or preserve

As in Figure 2, we describe a method of sociotechnical cyber-risk management
to coordinate refinement of precision in security controls. Existing (cyber)crime
reduction techniques and behaviour change approaches amply describe how to
manage individual behaviours. As a first step, we propose to consider the Ca-
pability, Opportunity, and Motivation of a behaviour [60], as common terminol-
ogy from both domains, to allow for comparison between two sets of specific
behaviours and allow for refinement of controls. For simplicity, a ‘positive’ be-
haviour can include continuing not to do a behaviour which is detrimental [40]. If
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Fig. 2. Overview of proposed unison of negative and positive behaviours in a managed
(cyber) system, and related controls.

separating legitimate and malicious behaviours is difficult, this indicates where
linkages between them are strongest, and the need to unpick them more critical
so as to avoid unintended harms to positive behaviours.

A further step is to identify sufficiently detailed definitions of User, User
Behaviour, and Infrastructure, as these are elements familiar to a cyber risk
owner, but which also influence the COM factors in behaviours (as evidenced
by risk controls preventing malicious behaviours). The extended asset definition
in Figure 1 supports this. An extended behaviour definition that relates to user
behaviours also serves as a trading zone [69] between cyber-risk management,
reduction of negative behaviours, and retention of positive user behaviours.

Crime reduction techniques (Section 2.1) are advocated here to identify nega-
tive behaviours, and in turn interact with risk management approaches (Section
2.3) to identify candidate controls. The behaviour change approaches in Section
2.2 are leveraged to identify positive behaviours to preserve. The latter requires
a retrospective view of which behaviours are to be retained in the system, which
is not exactly what behaviour change approaches do, but indicates a need to cat-
alogue behaviours much like there can be a record of the technologies deployed
in an IT environment.
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3.3 Identifying lack of precision in risk controls

From prior analysis in Section 2, our method includes the following steps:

Step 1. Record behaviours in the system.

1A Identify active behaviour reduction activities. This requires a cata-
logue of (malicious) behaviours being actively targeted, R1 −RN . See both
cybercrime reduction approaches in Section 2.1, and risk management ap-
proaches, Section 2.1.

1B Identify active behaviours to be preserved. This set, P1−PN , includes
behaviours being promoted as part of active intervention programmes. This
requires communication with other stakeholders in the system, as in common
behaviour change approaches, Section 2.2. In organisations, the extraction
of permitted behaviours can begin with access control policies, computer
fair use policies, and include discussions with team managers to understand
regular work activities [55]. In IT environments more broadly, this requires
discussions with user representatives and local community experts (as with
responding to tech-abuse [62]).

1C Identify candidate controls. This identifies controls C1−CN , and applies
to managing both negative behaviours and protecting positive behaviours.
Involving stakeholders will make this more tractable. Once conducted, as-
sessments may be reusable, making it less demanding over time and akin
to maintaining an ongoing risk register. Such a register would describe con-
cerns to manage (left-side of Figure 2), and a behaviour register of existing
behaviours to preserve (right-side of Figure 2). It may not be possible to
confirm that all behaviours and associated controls in the system have been
identified, but efforts to do so should be documented.

Step 2. Map connections between behaviours and system assets.

2A Identify sociotechnical representations of behaviours. For each Con-
trol C in C1 − CN , identify the Environment, or cyberplace [51]; the Be-
haviourial determinants, Individual factors, and related data representations
as recorded in IT systems (the indexed assets) that it acts upon. User ac-
tivities must translate to user or behaviour representations (data or rules,
Figure 1), or system elements, for a cyber-risk manager to be able to work
directly with the information. Behaviour change approaches emphasise that
it is critical to involve stakeholders in identifying target behaviours.

2B Map behaviour determinants to technical features. This will relate
the impacts of controls on Environment and Behaviour to the Individual. For
specific behaviours and their candidate controls, map data and systems to
COM-B properties [60]. This can, for instance, map Capabilities to rules for
permitted activity, or account properties; map Opportunity to restrictions
on account access (such as registration requirements, or rules for signalling
malicious behaviour); map Motivation to assumptions about workload/effort
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around what users will need to do to have access to a service (including tech-
nical knowledge). Having an Opportunity facilitated in technology does not
necessarily mean that it is easily accessible. For instance, target-hardening
efforts may make a system less accessible to legitimate users. For this reason,
a user having access to — and being present in — an IT environment should
be managed as a conscious Control decision.

Step 3. Address linkages between negative and positive behaviours
and/or controls. Controls are engineered mechanisms [44] — it may be as-
sumed but is not always assured that a control precisely addresses only the en-
tity or activity it is intended to act upon. This means there is scope to address
linkages. Controls and Behaviours must both be assessed together in an iterative
manner. If it is found that any mapping of COM-B features to user, activity,
or system entities overlaps between the negative and positive sets, it should be
assumed that there is a legitimate group of users which will be affected by a
cyber-risk management control if it is deployed. For instance, specific access re-
strictions may be activated by particular device or account details, but these
rules might affect legitimate users sharing the same traits. A stark example is
when one US police force was prevented from rapidly registering temporary email
addresses after a ransomware attack, as systems treated this as activity associ-
ated with a spam campaign [9]. Linkages would require remediation (see Section
3.4) to break, or record and compensate for, the shared dependency between
positive and negative behaviours. The number of linkages is a basic indicator of
potential harms and a lack of precision in the candidate control.

3.4 Managing for the precision of risk controls

If a control affects both positive and negative behaviours, there may be a need to
reconsider it. This would involve searching for a candidate Control which does
not act on shared determinants, but only on negative behaviour determinants.
With adaptation, current risk management processes would accommodate this,
including searching for existing solutions already available to the risk owner. This
highlights the need to take a mechanistic approach to understanding the role of
security-related technologies in real-world systems [69]. Precise approaches for
achieving this must be developed, where existing risk management guidelines
can be adapted to identify controls which appropriately address a risk, relative
to other activities already active in the system.

If a Control is adaptable, it can be refined — this applies more so to Controls
which can be configured in how they interact with People, such as detection rules
for system/online behaviour. We make an assumption that cybersecurity controls
are generally deployed without an initial check of whether they carry the kind
of residual risk which can result in unintended harms. There must be agreement
with stakeholders that a control adequately minimises or avoids harms. If there
is an expectation of potential harms to legitimate users — where negative and
positive behaviour determinants interact — there may be a choice to compensate
for the harm, and accept a candidate control but with additional compensatory
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measures. This may happen if a control is deemed necessary but expected to
be short-lived (such as to address an emergent security threat). Refinements
may be realised through e.g., configuration of data processing rules, policies for
user identification and verification, user behaviour detection rules, and device
detection and management rules.

Any lack of knowledge or expectations around the knock-on effects of a cy-
bersecurity control should be logged as a residual risk (‘unidentified risk’ as
in 27005:2011 [53]). This may be the case if a control is relatively novel. This
relates to ongoing attentiveness to making systems work together (Section 5),
realised most readily by measuring the performance of the system. The process
should include input from non-security stakeholders, where their perception of
consequences of cyber-risks must be considered [3]. Existing risk management
approaches already advocate this, but not necessarily the residual risk of controls
for legitimate users, or how to identify this particular kind of risk.

4 Use Case — Online Abuse Controls for Social Media

Here we consider a potential application of the framework to a real-world en-
vironment, specifically use of online social media platforms and prevention of
online abuse. This is a domain in which platform operators have needed to iter-
ate controls for security and privacy, to ensure that a range of different legitimate
users can use social media with confidence, while at the same time identifying
and preventing malicious activity. Online abuse continues to be an issue as tech-
nology and the Internet are interleaved with our everyday lives. Some common
behaviours considered as online abuse include trolling, online harassment, stalk-
ing, bullying, and online threats, to name a few [43,47,71]. The increased use of
social media platforms (SMPs) like Facebook and Twitter allow for continuous
contact between offenders and targets without regard for physical and temporal
distance [47]. This constitutes negative behaviour to be prevented on SMPs.

To address the negative behavior, SMPs introduce controls to minimise its
occurrence and impacts on users (e.g. [36,68,72]). The necessity of such con-
trols is increasing as the use of SMPs continue to grow among teenagers and
adults[64] and is encouraged for their beneficial effects. Ellison and colleagues
[34] found Facebook use among college students positively correlated with so-
cial capital that provides individuals with access to resources and information.
In this instance, there are potentially two positive behaviours to be preserved:
encouraging continued use of SMPs while lowering the risks of users becoming
targets as they converge with offenders in the same online social space (e.g., on-
line trolls). Personal privacy controls are then realised in part through security
controls which maintain a safe environment which users can trust.

4.1 Factors in positive and negative behaviours

One factor affecting the utilisation of controls is the ’privacy paradox’, where
there is a discrepancy between expressed privacy concerns and privacy-related
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behaviours [6]. For instance, users reported utilizing features such as friends-only
content accessibility, but at the same time accepting large numbers of friend
requests from individuals who may not be seen as friends beyond the context
of the SMP [28]. Another factor is the possible overlap between offenders and
targets in cyberbullying and cyber-interpersonal violence [16,74]. This overlap is
exacerbated by a reliance on users to be proactive and take action.

Current literature establishes a range of factors contributing to the rise of
online abusive behaviors. Factors to consider at the individual level include pro-
victim attitudes [33], perceptions of norms and injustice [11], and the contexts
of exchanges [11,74]. Other relevant factors of cyberbullying relate to features
of cyberspace, such as the anonymity and distance between users which can
result in a sense of impunity and deindividuation; this can lead to adoption of
online aggressive behaviours [43,46,66]. The nature of online media also means
that users are removed from direct confrontation or consequence for their own
behaviours [46,66]. Another feature is the scalability of the Internet, which allows
multiple individuals to participate simultaneously in bullying behaviours [46].

There is some evidence supporting the effectiveness of these controls. Younger
users of SMPs tend to be more proactive in adopting existing controls and set-
tings to manage accessibility [2,6,27,28,56]. A comprehensive review on cyberbul-
lying also found that blocking cyberbullies is among the most common strategies
used and recommended among children and adolescents [2,42]. Some factors af-
fecting the effectiveness of existing controls, especially privacy controls, are users’
engagement, proactivity toward privacy, and technical skills [6,8]. These must
be balanced with users’ aims to communicate with others, potentially oppor-
tunistically or openly (as can be the case on online SMPs). This can require
approachable means for finding other users on the same SMP, reaching others
with messages they potentially were not expecting, and be able to tune inter-
ests to define the messages which are received from other accounts. In terms of
security and privacy, this would require a blend of controls.

4.2 Risk controls

We acknowledge here that such an analysis looks at features and controls which
have been deployed, rather than the design process behind them. Nonetheless, to
combat the above issues, various SMPs have introduced controls to counter on-
line abuse. There is the use of privacy settings and controls that allow account
holders to manage accessibility to content via blocking or filtering [36,68,72].
Facebook later introduced the “friend list” feature to dictate the types of con-
tent each list has access to [37]. Snapchat provides more detailed description on
controls, such as “Who can view my Story” and “Who can contact me” [68].

Another type of control is the introduction of clear community rules. The
Snapchat community guidelines explicitly prohibit harassment, bullying, imper-
sonation or violence, and encourage account holders to report these behaviours
[67]. In the guideline, the SMPs listed punishments of different severity, from
the removal of content, to termination of account, to the possibility of activity
being reported to law enforcement agencies [67].
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In some cases, the platforms attempt to include other stakeholders in their
controls. Snapchat encourages parents to help adolescents in managing their
accounts [68]. Parents have also advised their children to control privacy via the
inclusion of false information [27].

4.3 Refining risk controls

In general, these controls address different COM-B characteristics that affect
both behaviours that we wish to preserve (i.e., use of trustworthy and main-
stream online SMPs) and prevent (i.e., online abuse). First, there is an inherent
source of interference in the nature of the environment and users’ motivations.
The primary purposes for using SMPs include expressing one’s identity digitally,
maintaining and enhancing existing offline and online relationships, and creating
new social relationships [76]. To do so, all users, both legitimate and malicious,
are required to share some degree of information such as names and email ad-
dresses [70,76]. These requirements, along with the small to moderate effects
between privacy concerns and users’ utilization of privacy controls [6,8,28,56],
suggest an increase in opportunities for malicious behaviours as the existing
controls do not directly align with legitimate behaviours.

This raises the need for security controls to be in place to contribute to an
environment which allows legitimate users to interact with other users, while also
not preventing them from accessing the platform. The accessibility of personal
controls for both privacy and security is also part of this need. Complications
arise in the tension that stems from differences in the dynamics of online and of-
fline social relationships. Online SMPs tend to oversimplify social ties into friends
and not-friends [76]. Such dichotomous definitions do not always reflect the flu-
idity of social relationships in the offline world, adding to the effort required to
maintain online privacy. In addition, users of online SMPs assign different value
to different types of personal and sensitive information in cyberspace [1,2,56,70].
Variations in value assignment can interfere with perceptions of risks and op-
portunities, in turn affecting users’ utilization of existing controls.

These studies highlight possible sources of interference between users’ needs
of SMPs and controls introduced on SMPs to protect them from harms. What is
also highlighted are the potentially subtle ways in which well-intentioned controls
may impact legitimate users. Both sources of interference suggest a need for
proactive consideration of legitimate behaviours in the design of the controls, to
limit misuse or ignorance of these controls. Risk managers need to have some
level of understanding on the issue to better minimise the mismatch between
expectations and outcomes, which result in the displacement of users to other
platforms that provide a stronger sense of agency via easy-to-use privacy controls
[2], or the reliance on alternative options [48].

5 Discussion

Our framework combines existing capabilities across disciplines, highlighting
where adjustments can better manage sociotechnical risks. For instance, an ex-
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isting risk register can be used, but locating existing positive behaviours may
require concerted effort. This requires knowing what is happening in the system
which has positive effects. Some positive behaviours may enter the system though
not be the result of a specific intervention. This can require communication with
specific stakeholders such as HR departments, user advocacy groups, etc. This is
nonetheless more tractable than determining where users have been ‘forgotten’
or removed by risk controls [17], should a harmful control be deployed.

A risk owner may not be willing — or able — to Reconsider or Refine a control
(Section 3.4). At an extreme, they may act to retain ignorance of potential harms
emerging from a cybersecurity control, as ‘organised irresponsibility’ [3]. This
introduces a different risk, of assuming that a control will not have impacts for
legitimate users (which undermines security assurances), or that users will be
able to manage any impacts transferred to them. This would be a form of Risk
Acceptance, which relative to unintended harms would be imposed acceptance
on users — in a hyper-connected system, users are impacted by a choice to do
nothing about a risk. Even seemingly negligible costs to an individual user can
collectively result in huge burdens for a user community in a larger system [45].

We propose a goal of a risk management methodology which combines pre-
vention and preservation of behaviours to avoid linkages between them. This
would bolster what Molotch [61] advocates, to “add to rather than subtract from
our well-being.”, by providing secure IT environments which are accessible to
intended, legitimate users. Molotch also advocates ongoing attentiveness to in-
teracting opportunities and constraints, which here would be regular oversight
and dialogue with stakeholders (where at present, security guidelines signpost
seemingly few points at which to engage parties with localised knowledge of
user needs). We make the following initial recommendations for moving practice
toward more precise sociotechnical cyber-risk controls:

– Extend the definition of digital assets to include user activities. In
cyber-risk management processes, go beyond only considering data and com-
ponents involved in activities within risk registers, to include representations
of user behaviour. OCTAVE Allegro [14] advocates similar initiatives.

– Measure the precision of controls. This requires understanding of how
a lack of precision — and consequent unintended impacts upon legitimate
users — manifest in a system. A simple measure is the number of overlap-
ping factors between controls to reduce behaviours and controls to promote
behaviours in the same system (e.g., both legitimate activities and phishing
attacks exploit hyperlinks).

– Develop control portfolios to accommodate precision. There must be
capacity to tailor controls to match the specificity of negative behaviour con-
trols and features which facilitate positive behaviours. The work of Hatleback
and Spring [44], and Chua et al. [17], are steps toward shared terminology
to navigate between prevention and preservation of behaviours.

For researchers in this space, aligning behavioural determinants and defin-
ing factors with system-level representations is non-trivial; here we proposed to
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translate these into elements of the COM-B model [60] and on into system rep-
resentations (Section 3.3), but more specialised methods could be developed for
this purpose, tangential to existing risk management approaches. Connections
between crime prevention and behaviour change science as relate to cybersecu-
rity can be considered further, including how these activities interact with each
other within a sociotechnical system. Identifying how to improve risk controls to
reduce impacts upon legitimate users is another area of potential future work —
here we represent this through the dynamic between Behaviours and Controls,
where novel design approaches can be developed.

6 Conclusion

We describe a framework for considering the concurrent prevention and pro-
motion of different behaviours at the same time. This framework is intended to
leverage existing risk management techniques familiar to practitioners, while also
combining approaches from both (cyber)crime reduction and behaviour change
techniques. We find that the definition of assets for risk management needs
to be extended to explicitly include representations of user behaviour; the role
of stakeholders is potentially underplayed in cyber-risk management standards,
when their input is critical in collating legitimate behaviours to protect within
an IT environment, and; that more must be done to measure unintended harms
upon legitimate users and develop a capacity to configure candidate controls
with a precision to avoid linkages to protected user behaviours.

As future work, we will explore the notion of sociotechnical precision in cyber-
security and cyber-risk management, with a real-world environment and related
stakeholders. This will inform how behaviour and control refinement may oper-
ate in practice, with concrete challenges and discernible vulnerable populations.
Future work will also explore how existing risk management standards can be
adapted and extended to approach sociotechnical precision, while also retaining
techniques familiar to the practitioner community.
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