# Complexity Theory 

Lecture 3: Complexity classes - The Class P

Tom Gur<br>http://www.cl.cam.ac.uk/teaching/2324/Complexity

## Preface: <br> Interactive Proofs and Active Learning
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How shall we model efficient computation?
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## Polynomial Time

$$
\mathrm{P}=\bigcup_{k=1}^{\infty} \operatorname{TIME}\left(n^{k}\right)
$$

The class of languages decidable in polynomial time.

The complexity class P plays an important role in our theory.

- Concrete enough to rule out unphysical (exponential) complexity.
- Abstract enough to be robust (Extended Church Turing Thesis).
- Group structure: captures sub-procedures.
- It serves as our formal definition of what is feasibly computable

However, it is not perfect: Is runtime $\theta\left(n^{100}\right)$ feasible?
The distinction between polynomial and exponential leads to a useful and elegant theory.
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## Reachability $\in P$

To formally define Reachability as a language, we would have to also choose a way of representing the input ( $V, E, a, b$ ) as a string.
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Consider the decision problem (or language) RelPrime defined by:

$$
\{(x, y) \mid \operatorname{gcd}(x, y)=1\}
$$

The standard algorithm for solving it is due to Euclid:

1. Input $(x, y)$.
2. Repeat until $y=0: x \leftarrow x \bmod y$; Swap $x$ and $y$
3. If $x=1$ then accept else reject.
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If the algorithm took $\theta(x)$ steps to terminate, it would not be a polynomial time algorithm, as $x$ is not polynomial in the length of the input.
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Applying a rule always eliminates at least one symbol from the formula.
Thus, there are at most $O(n)$ scans required.

The algorithm works in $O\left(n^{2}\right)$ steps.
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## Last Problem: Satisfiability

For Boolean expressions $\phi$ that contain variables, we can ask Is there an assignment of truth values to the variables which would make the formula evaluate to true?

The set of Boolean expressions for which this is true is the language SAT of satisfiable expressions.

This can be decided by a deterministic Turing machine in time $O\left(n^{2} 2^{n}\right)$.
An expression of length $n$ can contain at most $n$ variables.
For each of the $2^{n}$ possible truth assignments to these variables, we check whether it results in a Boolean expression that evaluates to true.

Is SAT $\in P$ ?

Questions?

