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This supplementary document describes:
• the procedure used to convert from the cone contrast units used in castleCSF to the DKL contrast used in ColorVideoVDP (Sec. 1);
• the contrast encoding (Sec. 2) and contrast masking functions (Sec. 3) that were considered for ColorVideoVDP and are included in the ablations;
• several mathematical techniques that were necessary to make the model differentiable (Sec. 4);
• timings of ColorVideoVDP compared to VMAF (Sec. 5);
• the experiment used to obtain a JOD quality scaling for the LIVEHDR dataset (Sec. 6);
• details on the content used for XR-DAVID dataset (Sec. 7).

1 CONTRAST SENSITIVITY IN THE DKL COLOR SPACE
The castleCSF [Ashraf et al. 2024] model predicts sensitivity in different contrast units than those used by ColorVideoVDP. To use castleCSF in ColorVideoVDP, we need to convert between the two contrast units. The contrast conversion procedure is similar to the one used in [Kim et al. 2021].

The sensitivity used in castleCSF is defined as the inverse of cone contrast:

\[ S_{cc} = \sqrt{3} \left( \left( \frac{\Delta R}{\mu} \right)^2 + \left( \frac{\Delta B}{\mu} \right)^2 + \left( \frac{\Delta Y}{\mu} \right)^2 \right)^{-0.5}, \]

(1)

where \( \Delta R, \Delta B, \) and \( \Delta Y \) are the amplitudes of the cone responses for the stimuli and \( \mu_R, \mu_B, \) and \( \mu_Y \) are the cone responses for the corresponding background. ColorVideoVDP encodes contrast for the three cardinal dimensions of the DKL space (\( c \in \{\text{Ach}, \text{RG}, \text{VY}\} \)) as:

\[ C_c = \frac{L_c}{L}, \]

(2)

where \( L = \mu_R + \mu_B \) is luminance, and \( L_c \) is the amplitude of the achromatic, red-green, or yellow-violet response in the DKL space (an increment in that space and also the coefficient of the Laplacian pyramid). Here, we omitted unnecessary indices from Eq. (6) in the main paper. The sensitivity in the DKL-contrast units is the inverse of Eq. (2):

\[ S_{DKL_c} = C_c^{-1} = \frac{L}{L_c}, \]

(3)

To convert \( S_{cc} \) into \( S_{DKL_c} \), we first obtain from castleCSF the sensitivity \( S_{cc} \) along each cardinal color direction (c) of the DKL color space. Then, we find the contrast \( C_c \) that results in the threshold cone contrast corresponding to the predicted sensitivity (\( S_{cc}^{-1} \) since the threshold contrast is the inverse of the sensitivity). As there is no closed-form solution, \( C_c \) needs to be found by non-linear root finding. In the optimization loop, we allow the DKL contrast \( C_c \) to change only along the given cardinal color direction. This calculation is repeated for each spatial frequency, luminance, and color direction. The sensitivities in the DKL contrast space are precomputed and stored in a look-up table for later use by ColorVideoVDP, as explained in Sec. 3.4 of the main paper.

2 CONTRAST ENCODING

Multiplicative contrast normalization. Once we have separated the band-limited contrast in each frequency band and visual channel (two achromatic and two chromatic), we want to encode it in a way that correlates well with the perceived magnitude of the contrast. To this end, many visual models employ the normalization by the contrast sensitivity function \( S(\cdot) \):

\[ C' = C S(p_b, L_{bkg}, c), \]

(4)

where \( C \) is the physical and \( C' \) is encoded contrast, \( p_b \) is the peak frequency of the band \( b, c \) is the channel index, and \( L_{bkg} \) is the background luminance. Since contrast can be expressed as \( C = \Delta L/L_{bkg} \), we can write:

\[ C' = C S(p_b, L_{bkg}, c) = \frac{\Delta L}{L_{bkg}} \frac{L_{bkg}}{\Delta L_{thr}} = \frac{\Delta L}{\Delta L_{thr}}, \]

(5)

where \( \Delta L_{thr} \) is the luminance difference corresponding to the detection threshold. It follows that \( C' \) encodes multiples of the detection
threshold. Notably, it is equal to 1 when the contrast $C$ is exactly at the threshold value. This property is necessary for any contrast encoding employed by our method because masking models, discussed in the next section, rely on it. The encoding is plotted in the left panel of Fig. 1.

The above contrast normalization by sensitivity brings several benefits. Daly [1993] showed that such a normalization is necessary to unify masking predictions across spatial frequencies. Peli et al. [1991] demonstrated that this normalization accounts for contrast matching across luminance levels.

**Additive contrast normalization.** The multiplicative normalization from Eq. (5) can be justified by the physical limits of the eye’s optics at high frequencies, or by the lateral inhibition at low frequencies [Barten 1999]. However, it does not explain contrast constancy across spatial frequencies [Georgeson and Sullivan 1975] — that is, the observation that the perceived magnitude of large supra-threshold contrast appears the same regardless of spatial frequency. Contrast constancy can be better explained by Kulikowski’s model of contrast matching [Kulikowski 1976], in which the detection threshold is subtracted from (rather than divided by) the absolute contrast

$$\frac{C'}{K} = C - \left(1 - \frac{1}{S(p_b, L_{bkg}, c)}\right).$$

(6)

Note that the inverse of the contrast sensitivity in this equation is the threshold visibility contrast. Kulikowski [1976] demonstrated that perceived contrast is matched across luminance levels when the corresponding $\frac{C'}{K}$ is matching (the sensitivity $S$ in the equation varies across luminance levels). Kulikowski’s model assumes that the detection thresholds are caused by additive (neural) noise, and therefore, the visual system “eliminates” the noise by subtracting it from the contrast signal.

To support both contrast polarities, we modify the above formula as follows:

$$C' = \text{sgn}(C) \max\left\{g\left(\left|\frac{C}{S(p_b, L_{bkg}, c)}\right|\right) + 1, 0\right\},$$

(7)

where $g$ is the gain that controls the strength of the contrast above the threshold. As in the previous case, the constant 1 is used to ensure that the encoded contrast has a value of 1 at the threshold. This is an important modification as it allows us to represent contrasts below the detection threshold. The sign function ensures that we preserve the polarity of the contrast. The encoding is plotted in the right panel of Fig. 1.

To check how well each contrast encoding represents perceived contrast, in the following sections we generate contrast-matching predictions and compare them with those reported in the literature.

### 2.1 Matching chromatic and achromatic contrast

Since our metric needs to evaluate the impact of both achromatic and chromatic distortions, we need to ensure that the magnitude of both is correctly matched. Switkes and Crognalet [1999] measured color matches along multiple directions in the color space, including the cardinal directions of the DKL space that we use on ColorVideoDVP. They found that supathreshold contrast can be matched across achromatic and chromatic dimensions by simple multiplicative scaling. In Fig. 2, we plot their contrast-matching model as two dashed lines — matching achromatic contrast to either red-green or yellow-violet chromatic directions. The dotted lines, representing the predictions of our contrast encoding models from Eq. (5) and Eq. (7). The dotted lines in the left plot show that the multiplicative encoding with the normalization by the CSF is close to the measurements of Switkes and Crognalet, but with some inaccuracy that grows with contrast. This is because the CSF is measured for very small (threshold) contrasts, and any inaccuracy at such fine scales is amplified for large contrast values. The additive model, shown as two overlapping dotted lines in the right plot, cannot predict contrast matches across color directions.

To improve the accuracy of these matches, we introduced corrections into the contrast encoding equation for the multiplicative contrast encoding:

$$C' = m_c C S(p_b, L_{bkg}, c),$$

(8)

where $m_c = \begin{bmatrix} 1 & 1.45 & 0.95 \end{bmatrix}$ for the color channels:

$$c \in \{\text{AchS}, \text{AchT}, \text{RG}, \text{YV}\}$$

(9)

corresponding to the achromatic sustained, achromatic transient, chromatic red-green, and chromatic yellow-violet channels. The
The main purpose of the masking model is to transform physical differences in contrast between two images or frames into perceived differences. Here, consider three models of masking: a model based on contrast transducer functions, such as the one proposed by Watson and Solomon [Watson and Solomon 1997], a model based on mutual masking, such as the one proposed in Daly’s original VDP [Daly 1993], and the similarity formula, used in SSIM and other metrics.

Contrast transducer. The difference between two band-limited images in Watson and Solomon’s [Watson and Solomon 1997] masking model is expressed as a difference between two contrast transducer functions:

\[ D_{b,c,f}(x) = \left| t(C_{b,c,f}^{\text{test}}(x)) - t(C_{b,c,f}^{\text{ref}}(x)) \right| \]

where \( b \) is the index of the spatial frequency band, \( c \) is the channel index (two achromatic and two chromatic), and \( f \) is the frame index. \( C_{b,c,f}^{\text{test}} \) and \( C_{b,c,f}^{\text{ref}} \) correspond to the encoded contrast in the test and reference images (refer to the main paper). The transducer function is formulated as:

\[ t(C') = g_T \left[ \frac{\sgn(C_{b,c,f}^p(x)) |C_{b,c,f}^p(x)|^p}{0.2 + \sum_{c} k_{c,i} \left( C_{b,c,f}^{\text{barex}}(x) \cdot g_{\sigma_{p}} \right)^i} \right], \]

where \( p \) and \( q_i \) are the parameters of the model. The masking parameter \( q_i \) is set separately for each channel (two achromatic and two chromatic channels). \( g_T \) is the gain of the transducer that lets us control the range of visual difference values. The constant of 0.2 was selected so that the facilitation (the dip in the contrast discrimination function) coincides with the measurements, as explained in Sec. 3.2. The expression in the denominator pools contrast in a local spatial neighborhood by convolving with a Gaussian kernel \( g_{\sigma_{p}} \), with the standard deviation of \( \sigma_{p} \). The sum in this expression pools contrast across channels according to the cross-masking coefficient \( k_{c,i} \). \( C' \) is the encoded contrast, as explained in Sec. 2.

Mutual masking. Alternatively, the difference between two band-limited images can be expressed using the mutual masking model, as proposed by Daly [Daly 1993]:

\[ D_{b,c,f}(x) = \frac{|C_{b,c,f}^{\text{test}}(x) - C_{b,c,f}^{\text{ref}}(x)|^p}{1 + (C_{b,c,f}^{\text{mask}}(x))^q} \]

\[ \text{Fig. 3. The lines connecting the matching magnitude of contrast across frequencies, as predicted by the multiplicative (left) and additive (right) contrast encoding.} \]

\[ \text{Fig. 4. The lines connecting the matching magnitude of contrast across luminance, as predicted by the multiplicative (left) and additive (right) contrast encoding.} \]
First, the mutual masking of test and reference bands is calculated as [Daly 1993, p.192]:

\[
c_{b,c,f}^{mm}(x) = \min \left\{ C_{b,c,f}^{test}(x), C_{b,c,f}^{ref}(x) \right\}.
\]

Then, similarly to the previous model, the mutual masking signal is pooled in a small local neighborhood by convolving with a Gaussian kernel \(g_{np}\), and combined across channels, accounting for cross-channel masking:

\[
c_{b,c,f}^{mask}(x) = \sum_i k_{i,c}(C_{b,c,f}^{mm} \ast g_{np})(x).
\]

One shortcoming of the mutual masking model is that it does not account for self-masking — the case in which the reference contrast is 0 and the test contrast is attenuated when its value is high. In practice, \(D_{b,c,f}\) can reach very high values (over 10,000) when the sensitivity is high. This is unrealistic behavior as neurons cannot encode values of such high dynamic ranges. For that reason, we need to limit the range of contrast difference values with a smooth clamping function:

\[
D_{b,c,f}(x) = \frac{D_{\max} D_{b,c,f}(x)}{D_{\max} + D_{b,c,f}(x)},
\]

where \(D_{\max}\) is the maximum value that the visual difference can attain.

**Similarity.** The alternative masking model, found in SSIM and many other metrics, can be formulated as:

\[
D_{b,c,f}(x) = D_{\max} - D_{\max} \max \left\{ C_{b,c,f}^{test}(x), C_{b,c,f}^{ref}(x) \right\} + \epsilon,
\]

where \(\epsilon = D_{\max} - 1\) is selected so that the resulting visual difference is 1 when the test contrast is at the detection threshold \((C_{\text{test}} = 1)\) and the reference contrast is 0. \(D_{\max}\) controls the maximum value of the visual difference. The standard formula typically uses the same values in both nominator and denominator. Here, we modify the denominator so that it contains masking signal \(C_{b,c,f}^{ref}\) and \(C_{b,c,f}^{test}\) associated with the test and reference images. For the test image

\[
\hat{C}_{b,c,f}^{test}(x) = \sum_i k_{i,c}(C_{b,c,f}^{test} \ast g_{np})(x).
\]

and the masking signal for the reference frame is computed analogously.

### 3.1 Self-masking

To give more insights into the three masking models explained above and the two contrast encodings, we plot the model predictions for the case of self-masking in Fig. 5. Self-masking is the case in which the contrast (in the test) is masked by itself and is not influenced by the contrast in the reference image (the reference contrast is). This scenario may appear e.g. when the reference image is a uniform field, and the test image contains a pattern that we want to detect. All the plots in Fig. 5 show that the visual difference is equal to 1 (the dashed horizontal line) when the test contrast is at the detection threshold (equal to 1/\(S\)). The additive contrast encoding (right column) will result in small contrast being ignored when the sensitivity is low, while the multiplicative encoding will compress contrast below the detection threshold. The mutual masking and similarity models are remarkably similar to each other in terms of self-masking.

### 3.2 Contrast masking

The standard contrast masking experiment involves showing a test pattern superimposed on top of a masking pattern, such as the one shown in Fig. 7. We simulate the same scenario for our six combinations of masking models and contrast encodings and show the results in Fig. 6. In each plot, we include the measurements of contrast masking from [Foley 1994] as red dots. We expect the contour lines to follow the curve formed by those measurements. In the plots, we can see that only the transducer models the facilitation that makes patterns easier to detect when the masker is near the
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Detection threshold. This is shown as a small dip in the measurements by Foley [1994]. Mutual masking and similarity models show similar behavior.

4 TRAINING CONSIDERATIONS

While the contrast encoding and masking models proposed in the previous section are well-defined for an arbitrary contrast, these models are not differentiable out-of-the-box and, therefore, cannot be used in gradient-based optimization. To make them differentiable, we replace the sign function with a hyperbolic tangent function:

\[ \text{sgn}(C) \approx \tanh(10000 \cdot C). \]  

Additive

\[ |C|^p \approx (|C| + \epsilon)^p - \epsilon^p, \]  

where \( \epsilon = 0.00001 \).

5 QUALITY METRIC TIMINGS

We measured the times required to process 50 video frames at resolutions ranging from 720p to 4K. The measurements were averaged across 5 runs and excluded the times required to load and decode the frames. The measured times, illustrated in Fig. 8, show that ColorVideoVDP processes large videos faster than VMAF (note however, that VMAF was running on a CPU) and in about the same time as FovVideoVDP. It must be noted, however, that unlike ColorVideoVDP both VMAF and FovVideoVDP operate only on luma or luminance and ignore color channels. VMAF features are much less expensive to extract and FovVideoVDP processes only 2 visual channels (sustained and transient achromatic) compared to the 4 channels processed by ColorVideoVDP.

6 LIVE HDR DATASET ALIGNMENT EXPERIMENT

In order to enable training on multiple datasets, it is essential to bring their quality scores to a common scale. This ensures that quality scores from one dataset are directly comparable and equivalent to those from another dataset. While both XR-DAVID and UPIQ employ the same quality units (JODs), LIVE HDR was originally collected using the mean-opinion-score (MOS) units. To account for
this discrepancy, we ran an additional experiment that let us scale LIVE HDR MOS values in the JOD units.

We first calculated differences of mean opinion scores (DMOS) by subtracting the score of the reference (highest quality video) from each condition. Next, in order to maximize the sampling of quality across the dataset, we carefully selected 10 videos that contained a wide distribution of MOS values. For each of these videos, we then selected 6 different levels of distortion. We used this content to conduct an experiment using the same experimental procedure as for XR-DAVID, as explained in the main paper. Display and environment settings were adapted to mimic those used in the original LIVE HDR study. 12 participants took part in the study, and completed 10 repetitions (batched) of ASAP sampling, for a total of 10 × 6 × 10 = 600 trials each. The resulting JOD values for each condition were used to find a linear mapping from the LIVE HDR DMOS scores to our experimentally derived JOD scores. The resulting linear fit, illustrated in Fig. 9, demonstrates a satisfactory level of accuracy. Thus, we applied this mapping to the entire LIVE HDR dataset, effectively rescaling it to JOD units.

Table 1. XR-DAVID assets

<table>
<thead>
<tr>
<th>Video</th>
<th>Source</th>
<th>Duration</th>
</tr>
</thead>
<tbody>
<tr>
<td>Bonfire</td>
<td>Kindel Media [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Business</td>
<td>Kindel Media [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Caminandes</td>
<td>Blender Foundation [link]</td>
<td>4.8s</td>
</tr>
<tr>
<td>Couple</td>
<td>RDNE Stock project [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Dance</td>
<td>Anna Shvets [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Emojis</td>
<td>emirkhan bal [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Foliage</td>
<td>German Korb [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>Icons</td>
<td>Generated by the authors</td>
<td>5.6s</td>
</tr>
<tr>
<td>Panel</td>
<td>Generated by the authors</td>
<td>5.6s</td>
</tr>
<tr>
<td>Cellphone</td>
<td>Lina Fresco [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>River</td>
<td>Theresa. Nguyen [link]</td>
<td>3.7s</td>
</tr>
<tr>
<td>Snow</td>
<td>SwissHumanity Stories [link]</td>
<td>5.6s</td>
</tr>
<tr>
<td>River</td>
<td>Theresa. Nguyen [link]</td>
<td>3.7s</td>
</tr>
<tr>
<td>VR</td>
<td>Generated by the authors</td>
<td>5.6s</td>
</tr>
<tr>
<td>Wiki</td>
<td>Generated by the authors</td>
<td>5.2s</td>
</tr>
</tbody>
</table>

7 XR-DAVID CONTENT

Thumbnails of select scenes used in the XR-DAVID dataset are shown in Fig. 10. The source data for each video is shown in Table 1. Note that for longer videos, sections of approximately 5 seconds from the start of each video were used in the study, with the exception of Caminandes where a shot from approximately 1:54-2:00 of “Caminandes 3: Llamigos” was used. Videos were downsampled to a resolution of 910 × 540 using bilinear interpolation, which produces an effective visual resolution of ≈ 40ppd when seen by users from a distance of 28.9. Prior to display, videos were upscaled using nearest-neighbor interpolation by a factor of 2 to 1920 × 1080 to match the native resolution of the display. Detailed numerical results of our experiment are shown in Fig. 11 for each of the 3 levels of intensity per artifact studied.
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Fig. 10. Thumbnails of 8 out of 14 scenes used in the XR-DAVID study. The bottom-right plot shows the color gamut coverage of all the pixels in the reference videos on a CIELAB $a^* b^*$ plane. The thumbnails of the videos containing human subjects could not be included due to institutional policy.
Fig. 11. The results of our XR-DAVID color video quality experiment. For each base video, 8 different artifacts were studied at 3 intensity levels (1:top, 2:middle, and 3:bottom). The responses are scaled on a single perceptual JOD scale, counting down from 10 by convention. Increasing magnitudes of perceived distortion can be observed at stronger distortion levels (top-to-bottom). In addition, large differences in artifact visibility can be observed across content (columns).