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Abstract
Privacy and security are complex topics, raising a variety of con-

siderations and requirements that can be challenging to implement

in software development. Determining the security and privacy-

related factors that have an influence on software systems devel-

opment and deployment project outcomes has been the focus of

extensive and ongoing research over the last two decades. In order

to understand and categorize the factors that have an impact on

developers’ adoption and implementation of privacy and security

considerations and practices in software development, we carried

out a narrative review of the literature. The resulting mapping of

factors provides a foundation for future interventions targeting

organizational and individual behavior change, in order to increase

the adoption of privacy and security practices in software develop-

ment.
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1 Introduction and related work
A big part of today’s digital economy relies on users’ personal in-

formation. Collection of large amounts of user data introduces a

variety of privacy and security risks. While some of those attacks

(such as social engineering) target individual users, most threat

models exploit system vulnerabilities. Therefore, it is important

that privacy and security threats are recognized and addressed

throughout the software development process, especially during

the early software design and requirement stages. However, in

practice, this is not always the case. For instance, a study of Spiek-

ermann et al. showed that 36% of the engineers surveyed rarely or

never incorporate privacy mechanisms into the systems that they
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build, even though most of them think that privacy and security

engineering is useful, valuable and important [99].

Prior research has identified a variety of reasons why imple-

menting privacy and security in software development remains

challenging. Some studies criticize inadequate enforcement of pri-

vacy regulations or blame the developers, their lack of knowledge

or lack of concern for privacy, and others believe that organiza-

tional structures and software development processes hinder the

adoption of privacy and security practices. However, the findings

are fragmented. While some reasons are repeatedly shown to have

an impact, other findings are contradictory or yield mixed results.

Without a clear understanding of the barriers and challenges, the

efforts focused on designing and testing interventions to address

the challenges remain scarce and unfocused.

Looking first at prior attempts at systematizing the knowledge

on this topic, previous work has categorized the factors influenc-

ing the success of software development projects [40; 76], but not

the success of implementing privacy and security practices specif-

ically. Some studies have explored factors related to either only

privacy [15; 108] or only security [62; 105], despite a large overlap

between these factors. Moreover, individual studies typically con-

sider only a subset of factors, without drawing a complete picture or

acknowledging mixed and contradictory findings [73; 99]. Thus, we

believe a wide-ranging review is needed to provide a comprehen-

sive overview of the fragmented evidence from prior research and

inform researchers, practitioners, and policy-makers about the dri-

vers and barriers for implementing privacy and security practices

in software development.

In this work, we present an in-progress narrative literature re-

view of research that discusses the factors that affect the imple-

mentation of privacy and security practices in software develop-

ment. Through a systematic synthesis of the literature, we identify

patterns in the existing empirical evidence, categorize the rele-

vant factors, and provide a critical assessment of the related work.

Building on this analysis, we present a model of factors that pro-

vides a foundation for further exploration of the relative impor-

tance of the factors and relationships between them. Our model

also provides a useful reference for systematically mapping the

approaches for addressing the identified challenges, and driving

organizational change in software companies, as well as individual

behavior change among developers and engineers. Our preliminary

findings categorize the factors into five main groups: environmen-

tal, organizational, product-related, development process-related,

and individual factors. We discuss the implications and directions

for future work, and map the potential interventions for leveraging

the drivers and overcoming the barriers for implementing privacy

and security practices in software development.
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2 Methods

In this work, we adopted a narrative review methodology. When

compared to systematic literature reviews, narrative reviews pro-

duce a more selective survey of the literature [32; 44] and offer the

flexibility to deal with “evolving knowledge and concepts” [19, p.2],

such as the topic of this research. Following the literature review

typology by Paré et al., narrative reviews are considered as “a great

starting point to bridge related areas of work, provoke thoughts, in-

spire new theoretical models, and direct future efforts in a research

domain” [84, p.185]. This choice of methodology was driven by two

main objectives: 1) to identify the factors and research hypotheses

that affect the adoption of privacy and security practices in soft-

ware development and design teams, and 2) to develop a conceptual

model of the identified factors.

We developed the review protocol following a guiding frame-

work by Walker et al. [109]. The framework itself relies on the

“general framework for narrative synthesis” described by the Cen-

tre for Reviews and Dissemination [102]. Table 1 in appendix A

describes the main stages of the study protocol for selecting the

most relevant documents related to the research topic. The process

included four stages: initial search strategy, building of the initial

model, systematic search, and model refinement.

During the initial search, a group of three researchers worked

together on the literature mapping using their expertise and knowl-

edge on the subject to map prior studies and identify those relevant

to the research objective. All references identified as relevant were

saved and organized in the shared repository, where we coded

the publication year and venue, authors, abstract, methodology, as

well as major contributions in relation to security/privacy factors.

Specifically, we collected the empirical evidence and theoretical pre-

dictions about what aspects hinder or promote the implementation

of privacy and security considerations and practices in software de-

velopment. The subsequent analysis process intends to summarize

the results by using descriptive parameters.

To build the initial model, two researchers read the selected

papers and independently extracted the factors that were hypoth-

esized (based on theoretical predictions) or observed (based on

empirical evidence) to affect the implementation of privacy and

security considerations in the software development process. Then,

using affinity diagrams, the same two researchers independently

categorized the factors into groups. The proposed factors and cat-

egorizations were discussed and merged. After resolving the dis-

agreements, the researchers agreed on the initial model of factors.

After the initial narrative review of literature, the researchers

conducted an additional systematic search (secondary search, step

4 in Table 1) to improve transparency and make sure all relevant

studies are included. A title and abstract search was carried out on

the following keywords: security and privacy by design, software, de-
velopers and development. The detailed search queries used and are

presented in the Appendix C. We selected publications that corre-

sponded to literature reviews, experimental or quasi-experimental

studies, or quantitative or qualitative analysis. The exclusion crite-

ria comprised studies published in books and book chapters, papers

whose proposed solution was not applied to software engineering,

or which were not written in English.

Finally, during the model refinement stage, we inspected the

additional documents selected during the systematic search to check

if new factors emerge there and need to be added to the model. This

analysis did not reveal new factors that were not yet covered in

our model, but provided the supporting evidence for the existing

factors. This observation indicated that the saturation was achieved

and concluded our work on the model.

3 Results
The initial search strategy (Table 1, Step 2) resulted in 99 papers

across the 3 databases. We excluded papers not relevant to our

research questions based on their abstracts (𝑁 = 45) and on the full

text of the article (𝑁 = 11) (Table 1, Step 3). A systematic search

in the Scopus database resulted in 185 additional documents. After

removing duplicates, dissertations, grey literature (commercial re-

ports, policy statements, or editorial papers), the search yielded 99

unique articles. These papers were reviewed based on their abstracts

and resulted in 47 articles, which were read in full, and the search

results distilled to 26 publications (Table 1, Step 4). The final set of

papers considered for analysis includes 69 relevant documents.

Factors affecting the implementation of privacy and factors af-

fecting the implementation of security were typically studied sepa-

rately. However, we observed a substantial overlap between them.

In some cases, the factors didn’t overlap but appeared transferable,

i.e. while they were observed in one domain (e.g. security), we hy-

pothesize a similar effect in another domain (e.g. privacy) despite

the lack of empirical evidence. Therefore, in our model, we combine

the factors affecting privacy and security.

Based on the analysis of the relevant literature, we identified

the factors that affect the implementation of privacy and secu-

rity considerations in the development process and developed a

model that categorizes those factors into groups on five main levels

(Table 2): environmental, organizational, product-related, develop-

ment process-related, and individual. Next, we will briefly describe

the factors for each of these levels.

3.1 Environmental factors
Environmental factors characterize the context that surrounds the

company and affects the adoption of security and privacy practices

in the development process, such as legal regulations, industry

standards, perceived social norms, and economic and market trends.

3.1.1 Laws, regulations, and industry standards. The reviewed stud-
ies discussed the regulatory bodies concerned with privacy viola-

tions in software development, among which three were the most

prominent: government, platform authorities, and authorities en-

forcing industry standards.

Government policies represent the federal, state, local, and

industry-specific laws and regulations (such as HIPAA, COPPA,

FERPA) protecting consumer privacy and security. These regula-

tions are often unclear and confusing, making it difficult to comply

with them [11; 28; 87; 95], or lagging behind the rapid evolution of

technology [24], and quickly becoming outdated [20; 24]. Some even

raised concerns about governmental sovereignty over corporations

in regulating privacy that can be entangled with national interests,

for example, when governments force companies to provide them
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with access to user data through so-called “backdoors” [15]. More-

over, data protection laws and regulations often prescribe vague

directions that require substantial input from human judgment and

expertise to interpret the implications in practice [12; 28].

Development platform policies, such as Google Play Store,

Apple’s App Store, Amazon Web Services, Microsoft Store Poli-

cies and Code of Conduct offer developer policies and guidelines

outlining requirements for systems. Some recommendations play

a more advisory role, suggesting the best but optional practices,

while others are mandatory—their implementation is reviewed and

is necessary for approval by the platforms. Development platform

policies help to inform developers about security standards and

encourage them to adopt secure coding practices [20], and pro-

vide a certain degree of data privacy by imposing privacy require-

ments [45]. However, these guidelines can be seen as inefficient, as

different platforms may not be aligned and promote diverging or

conflicting values [87; 92].

Industry standards attempt to self-regulate the privacy and

security practices in a specific industry and represent the set of

privacy and security requirements that are generally accepted and

followed bymost members of a particular industry. Industry privacy

and security standards such as the Payment Card Industry Data

Security Standards (PCI DSS) and ISO/IEC [e.g., 60; 72] offer privacy

and security guidance to software companies.

3.1.2 Perceived social norms and user expectations about privacy
and security. Developers’ perceptions about norms prevalent in

society or certain cultures affect their propensity to deploy secu-

rity and privacy principles in the product design and development

process [15; 50; 53]. Prior works agree that different perceptions

of privacy or different needs based on individual preferences can

lead to diverse types of concerns about privacy [12] and various

expectations about usability, security, and privacy [20]. To account

for variability in social norms, researchers highlight the impor-

tance of involving broader societal groups into the discourse and

enforcement of privacy norms and regulations [11].

3.1.3 Competition and reputation. Market competition and com-

pany reputation could either motivate organizations to implement

privacy and security engineering or diminish its priority. For in-

stance, strong competition might push organizations towards ag-

gressive business models (e.g. focusing on personal data moneti-

zation or invasive data-driven targeting approaches) and diminish

ethical practices in the race for the market share [98]. On the other

hand, companies with a large market share may be less concerned

about the loss of some customers due to a data breach incident than

companies operating in a highly competitive environment, where

a publicized data breach scandal can create a wave of customer

switching, significantly affecting the business [53]. Such reputation

risks encourage companies to pay more attention to security [6].

3.2 Organizational Factors
Organizational factors represent the aspects pertinent to the com-

pany, such as its maturity, available financial and human resources,

privacy and security culture, management support, organizational

incentives, the proliferation of privacy/security knowledge within

the organization, and organizational and team structure.

3.2.1 Organizational maturity. The maturity of an organisation

(not solely determined by age) plays a role in prioritizing security

and privacy practices within it, and can be correlated with other

factors in our model. For instance, leaders of startups may initially

be very focused on fund-raising and growth—the existential needs

of a new business—and as their products mature, they may start

giving more consideration to privacy matters [24; 87]. Expansion to

international markets requires compliance with international pri-

vacy regulations [87], increasing the relevance of the environmental

factors discussed earlier (§3.1.1).

3.2.2 Financial and human resources. Lack of resources is detri-

mental to the adoption of privacy and security practices [11; 95].

Conversely, the availability of sufficient human resources who could

take on the job of ensuring security and privacy practices is an im-

portant factor for their adoption [6]. Some companies prefer to

have an expert specialized in security than to try to educate the

whole team about it [114].

The portion of company’s financial resources allocated to the

privacy and security budget, specifically, plays an important role in

the adoption of privacy and security practices in the development

process [6; 13; 41; 47; 62; 83; 119]. For instance, introducing security

tools can take a substantial cut of a company budget [62; 114]

but also result in indirect costs such as developers’ time [10; 114].

Professional security training [13; 47; 62; 83; 119] and security

certification (e.g. ISO) are often seen as too costly to implement

in terms of time and resources while their value is questioned

by many companies [53; 66]. Moreover, security risks are often

underestimated in relation to the investment required to protect

against them [99].

3.2.3 Privacy and security culture. Privacy and security culture

represent shared perceptions, beliefs and social norms surrounding

privacy and security [50; 114], the commitment to address con-

cerns and promote a privacy and security mindset [53]. Privacy

and security culture plays an informal role in affecting organiza-

tional privacy conduct [7], encouraging and supporting security

practices [6; 53; 62; 114], development process [62] and developers’

choices regarding security [53]. As engineers do not make inde-

pendent decisions about system design and their work is situated

in certain context [15], previous research recognizes the strong

effect of an organization’s privacy norms on developers’ privacy de-

sign behavior, conditional on engineers’ motivation to comply with

them [99]. Inefficient organizational norms and practices can put

developers under the impression that privacy is not an important

value in the organization, with negative consequences [50].

3.2.4 Management support. Top management privacy and security

awareness and support have a strong influence on the implementa-

tion of security and privacy practices [41; 57; 62; 66]. Prior research

recognizes management’s responsibilities in supporting security

and privacy culture both at the top level [43; 56; 61; 62] and through

internal team supervision [50], by providing adequate resources

for security implementation and communicating their expectations

clearly [43; 57; 62], or mediating the communications between var-

ious interest groups to resolve related conflicts [56]. The lack of

understanding of the security practices and their importance in the

development process [62] may result in deferring security [6].
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3.2.5 Organizational incentives. Providing developers with incen-

tives (rewards and sanctions) can impact on their privacy and secu-

rity practices [62]. Rewards can include monetary incentives [6; 52],

feedback and empowerment [20; 50; 52; 103], and recognizing the

value of employee work [52; 103]. The lack of incentives can encour-

age developers to prioritize functionality over security/privacy [20].

However, encouraging developers’ intrinsic motivation has been

recognized as a more efficient strategy than extrinsic, especially

financial, rewards [6; 52; 96; 103].

As sanctions, developers can be penalized for failures to comply

with security standards [20; 57; 96]. The certainty of detection has

a stronger influence on security behaviours than the severity of

penalty [57]. The combination of preventive methods for privacy

protection and punitive mechanisms (such as reporting violations to

authorities) can act as an efficient strategy to discourage developers

from risky behaviours [12]. Instead of introducing sanctions, some

researchers suggest companies should encourage developers to

report errors and ensure fair investigation [29].

3.2.6 The proliferation of privacy/security knowledge within the
organization. The knowledge that organizations circulate in the

form of training, educational courses and materials, peer and pri-

vacy/security champion support, etc. has also been shown to influ-

ence the security and privacy practices of the developers.

Privacy/security education and training presumes the expo-

sure of company employees to privacy and security knowledge re-

sources that help developers understand the potential impact of pri-

vacy and security problems on the organization at large [7; 86; 114].

Privacy/security training is considered valuable not only for the

developers [20; 62; 86] and security advocates [52], but for all stake-

holders involved in the software development process [62], as they

ensure the support of security initiatives as an integral part of the

organization [27]. Yet, security training rarely teaches developers

to use security tools [53; 62; 85; 114], and ignores “soft skills,” e.g.,

communication, collaboration, presentation and writing [51].

Peer support. User studies with developers identify peer sup-

port as a key resource in judging the ethics of their decisions

about privacy [99], and encouraging them to discover new security

tools [90], and adopt security best practices [14; 20; 114]. Develop-

ers seek peer advice from privacy/security specialists, current and

former colleagues, friends, and other developers, e.g. from forums,

meetups or work-related groups [10]. Yet, guidance by others’ exam-

ples can also be counterproductive, as it may not address important

topics and may include outdated advice [3].

The role of privacy/security champions. Instead of trying to
educate each employee about privacy and security, some research

recognizes the value of privacy and security champions who act as

experts or enthusiasts “leading by example” [53], gradually shifting

the privacy/security culture in a positive direction [16; 104], and

even taking part in the development of effective organizational

security policies for employees [14]. In contrast to regular peer

support, champions take on a proactive role in promoting privacy

and security values in the organizations.

Q&A and code sharing websites. Q&A and code sharing web-

sites, e.g., Stack Overflow or GitHub [2; 10; 69; 71; 114] provide

developers with technical support and privacy- and security-related

knowledge, which might not be available within the company [10],

and presented in a more comprehensible and less formal fashion

than official documentation [71], such as code examples or examples

of how an API works in a particular context (in contrast to a gen-

eral API documentation) [71]. Despite their usefulness, relying on

these resources, even when high-scoring answers are provided by

the highly-ranked peers [114], can lead to less secure solutions [2],

proliferating vulnerabilities [20], and ignoring the rationale behind

the provided recommendations [69; 71].

Media and other resources. Mass and social media, and blogs

are increasingly used as the channels of privacy and security knowl-

edge dissemination[51; 114]. The content of such channels can be

more engaging than formal documentation due to the use of images,

metaphors, or pop culture references [51]. The exchange of moral

and cautionary tales, news, or stories about legal repercussions and

other consequences for developers help developers justify privacy

values, and rationalize their technical and instrumental realizations

of privacy [92].

3.2.7 Organizational and team structure. The structure of devel-
opment teams varies in the degree of specialization from narrow-

focused specialized units (that might not communicate with other

departments) to teams with wide domain diversity.

Siloed teams. Privacy and security practices could be improved

through the collaboration of software development and design

teams with legal [15] or business departments [11; 38; 43; 48]. How-

ever, such collaborations can face challenges, as lawyers and devel-

opers often “don’t speak each other’s language,” i.e. don’t share the

vocabulary and conceptual frameworks of privacy [15]. Such com-

munication issues often result in siloed teams, leading to a variety

of problems at different levels. For instance, privacy professionals

might be locked in legal compliance departments, hindering the

access of the development teams to their expertise [11]. In contrast,

privacy professionals in “engineer-only design teams” might not

have an opportunity to raise and address privacy issues during the

design process [108]. Bureaucratic barriers can further hinder the

institutionalization and spread of privacy norms within the orga-

nization [87; 108]. To resolve the communication issues between

different departments, privacy experts and teams may be called

on to mediate the interests of different stakeholders, balancing the

external and internal privacy requirements and practices [11; 99].

Team diversity. The lack of demographic and background di-

versity limits engineers’ perspectives and increases the likelihood of

discriminatory implicit biases around privacy and security [87; 108].

Increasing team diversity [51; 62; 108], involving security experts

and employees responsible for facilitating cross-departmental con-

nections could narrow the proficiency gaps [51], and help establish

trust and shared knowledge among team members [108], leading

to more successful self-management of teams [38] and a greater

sense of belonging and collaboration [52].

3.3 Process-Related Factors
This section describes the factors related to the software develop-

ment process that affect the implementation of privacy and security

considerations in software products. These factors can have an

impact throughout the process (such as internal organizational doc-

umentation), or at a specific stage of the software development life

cycle—requirements, implementation, or review and evaluation.
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3.3.1 Internal organizational documentation and procedures. These
include organizational policies and guidelines that recommend

certain practices and tools, aiming at ensuring privacy and security

in software products. For such documentation to be effective, it not

only needs to be available in the organization, but developers also

need to be aware of it and perceive it as useful.

Availability. The existence or even enforcement of certain poli-

cies and procedures to address software security and data privacy

[6; 62; 90; 96] is necessary for the implementation of secure software

development [8; 29; 62] and privacy engineering [88], especially in

the companies with privacy as a core value or companies operat-

ing in privacy-sensitive domains, such as healthcare and finance

[50] (see §3.4.1). While there is a wide variety of available security

resources, companies might lack a formal plan or process for choos-

ing, adapting and integrating them in practice [53; 72; 107]. As a

result, developers might lack suitable resources [20; 114]. Unlike se-

curity tools, privacy tools to assist software development are more

scarce [10; 103], or address privacy through security mechanisms,

such as secure data sharing [28].

Awareness. While security and privacy procedures might be in

place, developers may not be aware of them, or whether they are

mandated to read, use, and comply with them [66].While some stud-

ies report high awareness about internal procedures and policies

among developers [6; 50; 99], other studies suggest that develop-

ers are often unaware of privacy recommendations [24], privacy

threat models, mitigation strategies, less privacy invasive coding

alternatives [71], and privacy specific tools and checklists [10; 108].

Developers also have little knowledge regarding privacy and se-

curity regulations [10], security tools [6] or secure development

lifecycles [41].

Perceived usefulness. In addition to developer awareness of

existing documentation and policies, companies should ensure that

developers perceive the security and privacy practices described

in these policies as useful and feasible [14] and that the guidelines

and documentation are comprehensive and easy to understand [71].

Developers are less likely to implement recommendations when

they doubt their effectiveness and usefulness [41; 66]. For instance,

some developers find privacy recommendations provided by the

Federal Trade Commission (FTC) outdated, irrelevant, too generic,

and, therefore, not useful [24]. Another widely used tool, Data

Protection Impact Assessment (DPIA), may not match the system

architecture and thus be perceived as obsolete, outdated, or even in-

correct [94]. Developers also think that certain privacy mechanisms

can be easily broken, overridden, overruled, or de-anonymized [15],

while the guidelines for implementing such mechanisms are com-

plex and too theoretical to be used in practice [90]. Some third-party

privacy tools even raise concerns, as they might collect information

that developers are unaware of [10]. Security code analysis tools

might be considered not very useful due to their complexity [6] or

due to time resources they require to implement [114]. Academic

resources on security might become outdated as well, and are often

perceived as distant from real-world challenges [53]. The value of

security certification may be doubted due to its costs exceeding the

perceived value [66]. Security certification might even be perceived

as counterproductive: it can discourage product updates, as the com-

pany needs to apply and pay for the certification after it’s voided

following every software update [53]. Some developers don’t trust

existing standards, for instance, due to evidence of government

intentions to purposefully weaken cryptographic protections [46].

3.3.2 Requirements stage. Software entrepreneurs tend to under-

estimate the role of privacy at the initial stages of business develop-

ment [24], despite prior research agreeing that it is important [28].

Developers generally more easily agree that they should consider

security from the earliest planning phases, than privacy [6; 26; 75].

Auditing the security of the code only before the code integration or

its release can pose significant security risks [20; 114]. The failure

to consider privacy and security from the early stages of software

development is associated with the difficulties with defining privacy

and security as concepts and requirements, and with the tensions

between privacy/security and other technical/system requirements.

Difficulties with defining privacy and security concepts
and requirements.While development teams are usually familiar

with the concept of software security requirements, the concept of

privacy in software development is considered to be rather abstract

and vague [12; 15; 20; 68; 90; 95; 97; 99] and context-dependent [15]

thus difficult to implement. Since, conceptually and methodolog-

ically, privacy is often confounded with security [97], developers

sometimes use the data security vocabulary to approach privacy,

which limits their consideration of privacy [50], or even sacrifice

privacy for security [6; 28]. This is particularly concerning, because

improving security does not always imply improving privacy (as

in case of confidentiality), and can even have the opposite effect.

Difficulties with conceptualizations, complexity, constant evolu-

tion, and context-dependency also translate into difficulties with

defining privacy [12; 28; 79; 80; 97] and security requirements [62].

Tension betweenprivacy/security and other technical and
system requirements. Generally, data protection requirements

are considered as non-functional and might not fit into standard

software development practices [65]. Security [6; 28; 72] and pri-

vacy can interfere with other requirements, such as functional

requirements, integrity requirements, performance, and usability

[12; 15; 20; 53; 71; 80; 90; 95; 108]. For instance, the collection and

use of end user data for the optimization of services and design

might compromise data protection agreements [48], a nuanced user

authentication process (such as two-factor authentication) requires

additional user effort [20; 45], and developers often find it hard to

obtain a meaningful informed user consent using existing mecha-

nisms [10; 15; 48; 65; 100]. On the other hand, ignoring the privacy

needs of users can negatively impact their trust and loyalty to a

product or a service [28]. Thus, developers face the challenge of

balancing security and usability [14; 17; 55]. While the involvement

of users in the design process via user studies, and reconciling their,

sometimes conflicting, preferences for privacy, security, and usabil-

ity is not easy [28], the benefits of such user-centered approaches

are undeniable [28; 53; 87].

Complex requirements engineering might be traded for simplifi-

cation of the development process. For instance, developers might

request just one permission on the multiple data items from users,

which will lead to excessive data collection [71] violating data min-

imization principles [58]. To prevent privacy risks, previous studies

recommend incorporation of privacy considerations into the defini-

tion of software requirements and specifications [15], which might

5
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require improving general software requirements that are often not

sufficiently maintained and managed [50].

3.3.3 Implementation stage. Even with privacy and security re-

quirements in place, developers might not satisfy them during the

implementation stage, because it is not easy to operationalize them,

prioritize privacy and security over time pressure, or due to usability

issues with the privacy/security engineering tools.

Difficulties with translating requirements into practice.A
large number of studies recognize that it is difficult for devel-

opers to translate privacy [15; 28; 34; 65; 87; 90; 117] and secu-

rity [20; 53; 116] requirements into specific software development

processes. Partially it is related to the underlying difficulties with

defining privacy concepts (see §3.3.2) and lack of knowledge (see

§3.5.2), as well as with technical challenges, such as identification

of sensitive information [117], technical complexity of the system

(e.g. in a cloud environment) [21], and technical implementation of

data anonymization [28; 65], data minimization [90], and encryp-

tion [65; 117], especially if organizations fail to provide develop-

ers with the methods and resources necessary for supporting the

implementation of privacy and security requirements [97]. Devel-

opers might also direct their attention to the formal procedures

and fail to implement a distributed privacy architecture [11] or

implement privacy methods in isolation, via different stakeholders

that have different levels of knowledge of the system [94]. Certain

development approaches, such as Agile and DevOps, might require

ad-hoc solutions to address security requirements [21; 28], due

to the privacy risks posed by the modularity of these approaches

and concentration of user data “in the hands of specialized service

providers” [48]. To address it, similarly to waterfall development

methodologies [89], organizations might include privacy and secu-

rity practices in every phase of the development process [62; 65].

Tension with time priorities. Limited time, especially in the

conditions of time-to-market competition pressure [20; 53], can

become an impediment for data protection implementation [10; 99;

107]. Privacy is usually not a priority task developers ready to allo-

cate time and resources to [9; 97; 108]. Some engineers believe that

implementing privacy features can slow down the development

process [15; 66]. Similarly, security is pushed down the priority list

in the conditions of tight deadlines in which most software compa-

nies have to operate [41; 62; 64; 83; 99; 114; 116]. While keeping the

overall development time within adequate limits is important [62],

the shortage of time dedicated to security can ultimately result in a

technical debt with later security issues leading to increased costs,

system fragility and reduced rates of innovation [48].

Usability issues of privacy/security tools. Usability of pri-

vacy and security tools is important [62; 113]. Issues with usabil-

ity reduce the adoption of such tools by developers [6; 71; 110].

Poor default configurations in tools and libraries, confusing secu-

rity APIs, and insufficient documentation lead to errors in their

usage [20; 35; 37; 42; 65]. The lack of interoperability of crypto-

graphic libraries on multiple platforms also impedes collaboration

between teams and oversight of a security architect [53].

3.3.4 Review and evaluation stage. The review and evaluation stage

involves an assessment of whether and how the initial requirements

are implemented in the system [65]. In this stage, issues with the

evaluation process and metrics may arise.

Evaluation process and metrics. Privacy assessment mecha-

nisms recommended and used by the legal enforcement authorities

are limited to a narrow set of privacy mechanisms, and lack guid-

ance on how to technically implement them [11; 15]. While app

marketplaces provide certain assurance seals based on the app

review process [92] and automated compliance checks are used

to verify the compliance with privacy regulations [15], clear and

objective criteria and metrics for assessing success in addressing

privacy issues are still largely lacking [28; 90; 103]. As systems

often change, introduce and remove features [48], it is challenging

to keep the security standards (e.g. for cryptographic products) [53]

and privacy assessments up-to-date, creating a need for continuous

privacy management and monitoring [97]. The lack of automated

tools for privacy and security assessment makes developers rely

mainly on their own expertise [21], increasing the amount of time

required for assessment, and the probability of human error. On the

other hand, manual code reviews may improve developers’ under-

standing of underlying data processes [103]; in conjunction with

security tools, manual code reviews lead to the best results [114].

3.4 Product-Related Factors
This dimension includes product-oriented factors, namely, to what

extent the product requires access to the user data and what is the

relevance and importance of privacy and security for the product;

how much the product relies on user data to generate revenue,

exacerbating the tensions between privacy and business priorities;

and whether privacy implications of a product are recognized as

its potential competitive advantage on the market.

3.4.1 Relevance/importance of privacy/security for the product. Com-

panies’ beliefs about whether their products are an interesting tar-

get for security attacks influences their eagerness to address privacy

and security concerns [6]. For instance, developers working on B2B

products [24; 53] or internal applications [114] do not feel the need

to deploy strong security safeguards. In contrast, a large or growing

user base is believed to make a product an attractive target for at-

tack and invokes developers’ concerns about data security [87; 114].

High perceived sensitivity of the data or context in which it is

collected (e.g. finance, health, child- or education-related contexts,

especially if they are subject to special regulation [10; 28; 82]), also

leads to a higher degree of privacy and security concerns among

developers [12; 20; 24; 28; 50]. Conversely, products not collecting

personally identifiable information lead developers to demote the

importance of privacy and security in product design [10].

3.4.2 Tensions with business priorities. The tension between pri-

vacy and primary business priorities focused on revenue maximiza-

tion often hinders the implementation of privacy-preserving fea-

tures in software products [50; 66; 88], especially when data-driven

business models rely on the monetization of personal information

as a source of revenue [48; 99] and in early-stage startups [24]. Time

and budget spent on privacy engineering is believed to be better

invested in innovation, development and growth [99].

3.4.3 Competitive advantage. Security and privacy-centric features
can help organizations to distinguish their products in the mar-

ketplace [12; 28; 45; 48; 53; 54; 59; 62; 92; 99]. For instance, in a

“crowded” software market such as Android apps, privacy features

can be used to differentiate products from competitors [92]. Greater
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competitiveness can also be achieved by efficient privacy manage-

ment [12; 24] and providing users with support and transparency

regarding their data [45; 87]. Engaging in privacy research fur-

ther helps companies understand and better address user needs

and preferences, consequently improving the product overall [28].

However, some developers fail to recognize the competitive advan-

tages of embedding privacy in products or obtaining privacy and

security certification [66], due to the lack of awareness regarding

the benefits and risks associated with user data privacy and security

practices [97].

3.5 Personal characteristics
Developers’ personal characteristics and backgrounds include de-

velopers’ position and role in an organisation, their expertise and

knowledge, privacy and security attitudes, previous experience

with privacy and security violations in the software development

context, and personality traits.

3.5.1 Position and role. Hierarchical position and role, perceived

personal responsibility, and autonomy and control over privacy and

security decisions have been found to affect their implementation.

With respect to hierarchical position, engineers in senior or

managerial positions tend to have more responsibility and control

over privacy and security engineering compared to employees in

more junior roles [99]. Previous studies identify that such division

can lead to negative consequences. For instance, limited involve-

ment of non-senior level employees in high-level firm decision

making can lead to poor adoption of privacy principles in the de-

velopment process [11]. Besides, those in managing roles can lack

substantive expertise to make privacy decisions [95].

Perceived personal responsibility of developers and engi-

neers doesn’t always depend on professional position or role [66;

99]. Prior research often reports the lack of perceived responsibility

of the developers and engineers in implementing and enforcing

security and privacy, or limiting of perceived responsibilities to,

for instance, only minimizing data usage [71]. Specifically, “not

my problem” mentality [85], lack of “moral responsibility” and ab-

sence of privacy and security requirements among deliverables

[15; 68], in a job description [6] or formal responsibilities [50] often

lead developers to neglect security and privacy engineering [99].

Absence of personal responsibility can be also caused by the de-

velopers’ misconception that their mistakes are unlikely to cause

security vulnerabilities in the system [62]. Some developers believe

that users themselves are supposed to protect their personal data

[15; 45; 99; 101].

General lack of a clear distribution of privacy and security roles

and responsibilities in organization or team presents another chal-

lenge [18; 66; 97]. In some cases such roles are substituted with

collective responsibility [15; 24; 68], reducing a more systematic

privacy engineering approach to ad-hoc decisions that lack enforce-

ment [28]. On the one hand, in the presence of specialized privacy

or security experts, the developers shift the responsibility over to

them [10; 71; 87; 99; 114]. On the other hand, the lack of special-

ized experts could result in non-expert staff taking on part-time

responsibilities for implementing security and privacy [66].

When developers perceive a lack of autonomy and control
over decisions and implementation of privacy and security [27; 96]

features, they are less likely to take action to influence or execute

such decisions in software design andmore likely to rely on external

advice about it [71]. The autonomy to act according to personal

beliefs may also be overridden by the tendency to comply and

conform with organizational decisions [91; 99].

3.5.2 Privacy expertise/knowledge. The factors related to privacy

and security expertise, knowledge, and skills of developers are

commonly mentioned as predictors of implementation of privacy

and security practices [15; 99]. Important skills for implement-

ing security practices include a wide range of expertise including

technical security skills [51; 52], competence in assessing secu-

rity risks [16], efficiency in applying security tools [20], and the

ability to deal with a great degree of technical and organizational

complexity [49]. Even though developers might have the skills nec-

essary to implement some security mechanisms, they do not always

have security expertise [2; 20], as it often requires knowledge from

different fields and requires interdisciplinary collaborations [72].

Compared to security, developers might be less prepared to deal

with privacy challenges [87] and may not have appropriate privacy

expertise, characterized as the ability to incorporate information

privacy mechanisms in practice [15]. Developers find it difficult to

make decisions about appropriate levels of privacy and when in

the software development process they should incorporate it [90],

especially when there are no guidelines about what it means to

implement privacy and how to balance it against business priorities

[88]. The lack of formal training is particularly evident when it

comes to privacy [93] and such discipline is much needed to train

privacy experts [12; 30; 31; 67; 106]. The lack of sufficient knowl-

edge and awareness to implement security and/or privacy often

results in adoption of unreliable third-party services [10; 71; 99],

introduction of security vulnerabilities during the development

process [6; 13; 36; 53; 62], misunderstanding of potential privacy

threats and corresponding coping strategies [71], and frustration

over decision-making about embedding privacy in the development

process and making developers rely on their personal opinions

rather than objective knowledge [90].

3.5.3 Instrumental privacy and security attitudes. Based on the The-

ory of Planned Behavior [4], instrumental privacy attitudes reflect

developers’ opinions about the importance of information privacy

[15; 99], which we extend to security attitudes as well. Such at-

titudes may be shaped by the developers’ background, including

their multicultural environments [87], and their personal opinions

and beliefs in relation to privacy [7; 15; 90]. Some developers per-

ceive privacy practices as relevant and important [15; 99], others

as unimportant [90], for example, due to the lack of awareness

[66] or motivation to protect privacy unless it’s required [71]. Posi-

tive instrumental security attitudes are associated with the higher

uptake of security tools [112] and act as a strong motivation for

implementing security practices [6; 52]. Some developers don’t rec-

ognize the value of the effort invested in the software security [23].

Developers who doubt the feasibility of building secure systems

may also doubt the importance of following the security practices

and be less motivated to incorporate them [99], which illustrates

the necessity to consistently motivate and support their confidence

in the importance of protecting data security [62].
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3.5.4 Experiential privacy and security attitudes. Experiential at-
titudes indicate developers’ spontaneous feelings and emotions

about security and privacy practices that affect its adoption and im-

plementation [15; 16]. Motivation to advocate for software security

among developers is also characterized by their interest in the field

and self-challenging with security tasks [6; 52]. Engineers working

in industry find security engineering less unpleasant than privacy

engineering [99].

3.5.5 Prior experiences with privacy/security violations in software
development. The prior experience of developers in collecting and

storing personal information affects their privacy and security prac-

tices [7]. Experiencing a security issue can increase developers’

awareness of, concern about, and attention to security for a long

time [6], or motivate them to use security tools [114].

3.5.6 Personality traits. Some personality traits are associated with

the adoption of privacy and security practices as well. For instance,

the locus of control, which captures “the beliefs of individuals about

whether the outcomes of their actions are contingent on what they

do or on the machinations of outside forces”[63, p.4], is a positive

predictor of the adoption of ethical engineering in general, and pri-

vacy and security engineering specifically [99]. Inquisitiveness may

affect the adoption of security tools [111]. People with pronounced

imagination and emotionality, low immoderation [39], high proac-

tiveness and reactiveness [49], and good soft skills [52], such as

communication and people skills, context awareness, and service

orientation [51], are more likely to become successful security advo-

cates. One study mentioned the religiousness can positively affect

developer’s ethical decision-making process and consequently, pri-

vacy related decisions [99].

4 Discussion and conclusions
Prior work provides a wealth of insights about the barriers and

enablers to adoption and implementation of privacy and security

practices in software development. In this section, we highlight

the most prominent potential implications of our research and

directions for future work. Based on a well-known behavior change

model, we map the strategies that are aiming to remove the barriers

and stimulate the adoption of security and privacy practices in

software development.

We propose to map the potential strategies for leveraging the

factors described in our model using the Capability-Opportunity-

Motivation Behavior (COM-B) model from the widely recognized

behaviour change theory [77; 78]. The COM-B model describes a

framework, in which Capability, Opportunity, and Motivation are

three essential conditions for generating behaviour. Thus, we dis-

cuss our findings of barriers and enablers for implementing privacy

and security practices in software development from the perspec-

tives of stakeholders’ motivations, capabilities, and opportunities

to engage in behaviors aiming at protecting end user privacy and

security. Stakeholders include any actors involved in the model

(such as engineers, companies’ management, policymakers, etc.).

4.1 Leveraging Motivation
To increase companies’ motivation to take privacy and security

seriously, policy-makers and industry associations need to create

and enforce regulations that require companies to protect users’

data, make those regulations and guidelines easy to understand and

interpret, and include quantified metrics for measuring success in

compliance with the regulations (§3.1.1). Penalties for violations of

users’ privacy and security further impact product-related factors,

such as tension between privacy/security and business priorities

(§3.4.2), making it more costly for the organizations to ignore pri-

vacy and security aspects of the products and services they create,

and including potential costs of violations into the profit calculus,

thereby moving privacy and security objectives up in the list of

business priorities.

The demonstration of evidence that privacy and security of soft-

ware are enforced can be a valid competitive advantage (§3.4.3) that

may attract and retain users. In contrast, violations of privacy and

security may repel users and harm companies’ reputation (§3.1.3),

thus motivating companies to include it in their strategic plan-

ning. To demonstrate such effects, more academic and independent

market research needs to be done about the economic impact of

negative and positive privacy and security reputation. The results

need to be disseminated not only in academic outlets, but also in

mass and social media, business magazines and blogs, and other

resources consulted by business executives. Similarly, academic

and market research needs to regularly survey user expectations

and perceived social norms around privacy, security, and data col-

lection and sharing (§3.1.2), and disseminate the results, to raise

the awareness, dispel potential misconceptions about users’ beliefs,

and engage broader societal groups in discussions regarding pri-

vacy and security. Companies’ engagement in user research and

direct involvement of users in testing software prototypes could

further align the views of software companies’ employees with

users’ beliefs, expectations, and preferences.

Software engineers often believe that privacy and security con-

cerns are not relevant or important to certain products, such as B2B

or internal software services (§3.4.1). However, practically no soft-

ware is safe from privacy/security risks. Threat modelling exercises

(e.g. using the Security Cards
1
), regular vulnerability discovery ac-

tivities (e.g., bug bounty, penetration testing, threat analysis, etc.),

and less formal activities (e.g. hackathons) can help engineers to

correctly assess the relevance of privacy/security issues and vul-

nerability of the systems.

To leverage the personal motivation of software developers, job

descriptions need to include the protection of privacy and security

as part of the official personal responsibilities of software develop-

ers, regardless of whether they are part of the privacy or security

team, or not (§3.5.1). Direct engagement of developers in code re-

view may also promote their perceived responsibility for privacy

and security aspects of the developed system, instead of entirely

relying on security team to do the reviews and making them fully

responsible for privacy and security aspects of the system [116]. To

leverage the instrumental attitudes (§3.5.3), companies should em-

phasize the importance of addressing privacy and security concerns

and explain the reasons. In the absence of personal experiences

with violations (§3.5.5), case studies can be deployed to further raise

developers’ empathy and motivation to protect users’ privacy and

security. However, they could also try to change the experiential

attitudes (§3.5.4) by making solving privacy and security issues

1
https://securitycards.cs.washington.edu
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more engaging, for example, by introducing gamified incentives,

organizing competitions and hackathons, and using humor and

positive framing in communications about this topic.

Organizational privacy and security culture (§3.2.3), including

companies’ vision, values, and code of conduct can emphasize the

importance of privacy and security at every stage of software de-

velopment. Security and privacy champions and advocates act as

experts or enthusiasts leading by example [53]. By motivating and

encouraging such champions, companies can gradually shift and

proliferate positive privacy and security culture to the rest of or-

ganization [16; 103]. (See more strategies for promoting organi-

zational privacy culture in Tahaei et al. [103].) Evidence about

the effectiveness of monetary incentives to encourage developers

to protect users’ privacy and security is mixed, often suggesting

that intrinsic motivation is a stronger predictor than extrinsic re-

wards [6; 52; 96; 103], thus more research on this topic is encour-

aged.

4.2 Leveraging Capability
COM-B model defines capability as the physical and psycholog-

ical capacity to perform the behavior, e.g. engage in the neces-

sary thought processes, for instance, comprehension or reasoning

[77; 78]. To leverage developers’ capability to engage in user pri-

vacy and security protection it is important to ensure the adequate

level of their privacy expertise and knowledge (§3.5.2), for exam-

ple, through training, peer support, other experts in the company

exchanging their knowledge, and other resources (§3.2.6). Orga-

nizations can encourage and support informal procedures in re-

lation to security and privacy, such as the sharing of empirical

problem-solving knowledge among employees and development

of personally-devised security checklists [6; 114] or validation of

security code libraries by peers before implementation [29]. While

peer support, Q&A websites (e.g. StackOverflow), and other media

resources can be more engaging than formal documentation, these

sources of information may be less reliable [2].

Requirements engineering tools [118] may enable the identi-

fication and prioritization of privacy and security requirements

and strategies (§3.3.2). It is also important to provide engineers an

appropriate level of authority, autonomy and control (§3.5.1) over

their decisions about privacy and security features of the systems.

Finally, to support the ability of developers to detect and address

privacy and security vulnerabilities, it is important to not only

provide the appropriate tools and libraries, but also make them

easy to use (§3.3.3). Similarly, internal organizational documen-

tation and procedures (§3.3.1) and external privacy and security

guidelines and documentation should be readily available to the

developers, comprehensive, useful, and easy to understand [71]. It

can be achieved by providing security reference guidelines that are

adapted to non-experts [62], and by providing reputable interactive

third-party security implementations and tools, which could free

developers from writing complex security code from scratch [53]

and help to reduce programming errors [115].

4.3 Leveraging Opportunity
It is important to create opportunities for implementing privacy

and security in software development, for example, by providing

management support (§3.2.4), including security and privacy in

the board’s agenda [11], clearly communicating to employees their

support of security advocates [52], and dedicating to privacy and

security sufficient financial and human resources (§3.2.2), and time

(§3.3.3), e.g. by budgeting time for privacy and security require-

ments and evaluation stages, and set more adequate deadlines and

goals. Given that privacy and security are complex issues, compa-

nies should improve organizational and team structures (§3.2.7) to

facilitate communication between teams about privacy and soft-

ware, increase the diversity of opinions in order to obtain a variety

of perspectives on controversial topics, and integrate privacy and

security experts into all software development teams instead of

creating a separate siloed privacy/security team.

To create opportunities for evaluation of a system’s privacy

and security, it is necessary to incorporate privacy and security

reviews, and the principles of privacy-by-design [22] into the formal

software development practices, provide UI and UX guidelines and

templates for obtaining informed consent, and develop metrics for

evaluating privacy and security aspects of the systems (§3.3.4).

4.4 Limitations and Future Work
The goal of this study was to systematize existing knowledge about

the factors that affect the implementation of privacy and security

considerations and practices in software development. Future work

is needed to validate the model, quantify the relative impact of the

factors, and relationships among them.

There are a number of limitations. Firstly, it is possible that the

narrative review missed some studies and associated security or

privacy factors. However, our secondary systematic search has ex-

panded the set of studies included in the analysis, and revealed that

our model reached saturation: all factors identified in those papers

corresponded to the factors already discovered in the initial search.

Thus, although there could be additional supporting evidence for

our factors, we are confident that the model of factors is compre-

hensive and includes all major factors currently discussed in the

literature. Our model is just the first step, and future research may

modify it as needed.

Second, as with any qualitative work, judgement is inevitably in-

volved in categorizing the factors derived from the reviewed studies.

However, we believe that differences in approaches to categoriza-

tion do not have a significant impact on the core goal of this work

– systematization of knowledge about what factors affect the imple-

mentation of privacy and security considerations and practices in

software development.
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A Narrative review process

Table 1: A guiding framework for narrative review

Review step Description

1. Developing a concept a) A research objective was defined to search for the factors or research hypotheses important in security and privacy

practices of software developers and designers.

2. Developing a

preliminary synthesis

a) Search strategy was developed, and included the following: defining relevant venues and research groups publishing on

the topic, online electronic database search, and secondary search via relevant journal and reference list.

b) Search strategy resulted into 99 documents.

c) Repetition of ranked papers indicated saturation.

d) 54 papers identified as relevant.

3. Categorisation process

and development of the

initial model

a) Preliminary reading and review of articles and checking/reading for relevant references. At this stage, 11 articles were

excluded, as they did not focus on security/privacy factors within the development process.

b) 43 of paper retained.

c) Data extraction and categorization of the factors.

d) Developing separate models, reaching saturation of factors, merging of models and developing the initial model.

4. Secondary systematic

search

a) Following the initial research objective, search terms were defined and included security and privacy by design, software,
developers and development.

b) Search strategy resulted into 99 documents.

c) Duplicates, dissertation, and grey literature (commercial reports, policy statements, or editorial papers) were excluded.

d) 47 papers identified as relevant based on their abstract and were read in full.

e) 26 papers were included for the validation and refinement of the model.

5. Refining the model The factors extracted from the systematic search at the stage 4 and not identified in step 3 were added to the model. The

final set of papers included 69 publications selected in steps 3 and 4.

B Conceptual Model

Table 2: Model of security and privacy factors

Categories Sub-categories References
Environmental factors describe

the context that surrounds the com-

pany and affects the adoption of se-

curity and privacy practices in the

development process.

Laws, regulations, and industry standards:

• Government policies;

• Development platforms’ policies;

• Industry standards.

[11; 12; 15; 20; 24; 28; 45; 60; 72;

87; 92; 95]

Perceived social norms and user expectations about privacy and security [11; 12; 15; 20; 50; 53]

Competition and reputation [6; 53; 98]

Organizational factors are as-

pects pertinent to the company.

The proliferation of privacy/security knowledge within the organisation:

• Privacy/security education and training;

• Peer support;

• The role of privacy/security champions;

• Q&A and code sharing websites;

• Media and other resources.

[2; 3; 7; 10; 14; 16; 20; 27; 51–

53; 62; 69; 71; 85; 86; 90; 92; 99;

104; 114]

Privacy and security culture:

• Organisational security culture;

• Organisational privacy culture;

[6; 7; 11; 15; 50; 53; 62; 99; 108;

114]

Organizational maturity [24; 53; 79; 87; 87]

Financial and human resources [6; 10; 11; 13; 41; 47; 53; 62; 66;

83; 95; 99; 114; 119]

Management support [6; 11; 41; 43; 50; 52; 56; 57; 61;

62; 66]

Continued on next page
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Table 2 – continued from previous page
Categories Sub-categories References

Organizational incentives [6; 12; 20; 29; 50; 52; 57; 62; 96]

Organizational team structure:

• Siloed teams;

• Team diversity.

[1; 5; 10; 11; 15; 18; 28; 38; 41;

43; 48; 51; 52; 62; 66; 72; 87; 88;

97; 99; 108; 114; 118]

Process-related factors are the

ones that can have an impact

throughout the process (such as

internal organisational documenta-

tion), or at a specific stage of the

software development life cycle.

Internal organisational documentation and procedures:

• Availability;

• Awareness;

• Perceived usefulness.

[6–8; 10; 14–16; 24; 25; 28; 29;

33; 41; 46; 48; 50; 53; 62; 66; 71;

88; 90; 94; 96; 99; 99; 108; 114;

115]

Requirements stage factors:

• Difficulties with defining privacy and security concepts and require-

ments;

• Tension between privacy/security and other technical and system

requirements.

[6; 12; 14; 15; 17; 20; 23; 28; 45;

48; 50; 53; 55; 58; 62; 65; 68; 71;

72; 74; 79; 80; 87; 88; 90; 95; 97;

108; 113; 118]

Implementation stage factors:

• Difficulties with translating requirements into practice;

• Tension between privacy/security and time priorities;

• Usability issues of privacy and security tools.

[6; 7; 9–11; 15; 20; 21; 28; 34; 35;

37; 41; 42; 48; 50; 53; 62; 64–66;

71; 80; 83; 87–90; 94; 97; 99; 108;

110; 113; 114; 116; 117]

Review and evaluation stage factors:

• Evaluation process and metrics

[10; 11; 15; 21; 24; 28; 48; 53; 58;

65; 71; 81; 90; 92; 97; 100; 108;

114; 116]

Product-related factors are perti-
nent to the type of software product,

its target audience, and its economic

potential.

Relevance/importance of privacy/security for the product [6; 10; 12; 20; 24; 28; 50; 53; 82;

87; 114]

Tensions between privacy/security and business priorities [10; 15; 24; 28; 48; 50; 66; 70; 88;

99; 107]

Competitive advantage [12; 24; 28; 45; 48; 53; 54; 59; 62;

66; 87; 92; 97; 99]

Personal factors include develop-
ers’ personal characteristics and

backgrounds.

Position and role:

• Hierarchical position;

• Perceived personal responsibility;

• Autonomy and control.

[6; 10; 11; 15; 18; 24; 27; 28; 45;

50; 62; 66; 68; 71; 85; 87; 91; 95–

97; 99; 101; 114]

Privacy expertise and knowledge [2; 6; 10; 12; 13; 15; 16; 20; 30;

31; 36; 49; 51–53; 62; 67; 71; 72;

87; 88; 90; 93; 99; 106]

Instrumental privacy/security attitudes [4; 6; 7; 15; 23; 52; 62; 66; 71; 87;

90; 99; 112]

Experimental privacy/security attitudes [6; 15; 16; 52; 99]

Prior experiences with privacy/security violations in the software develop-

ment context

[6; 7; 114]

Personality traits [39; 49; 51; 52; 63; 99; 111]

C Search Queries

C.1 Scopus
ABS ( "privacy by design" ) AND ABS ( software ) AND ABS ( developer OR development ) AND ( LIMIT-TO ( PUBSTAGE , "final" ) ) AND ( LIMIT-TO (

LANGUAGE , "English" ) ) - 18 May, resulted into 42 documents

ABS ( "security by design" ) AND ABS ( software ) AND ABS ( developer OR development ) AND ( LIMIT-TO ( PUBSTAGE , "final" ) ) AND ( LIMIT-TO (

LANGUAGE , "English" ) ) - 18 May, resulted into 16 documents

ABS(security OR privacy) AND ABS("by design") AND ABS(software) AND ABS(developer OR development) AND ( LIMIT-TO ( PUBSTAGE,"final" ) ) AND

( LIMIT-TO ( LANGUAGE,"English" ) ) - 18 May, resulted into 84 documents
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C.2 IEEE Xplore
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