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Introduction

The greatest of faults, I should say, is to be conscious of none.

-- Thomas Carlyle (1795-1881)


The Vulnerability Assessment Team (VAT) at Los Alamos National Laboratory [1] has conducted vulnerability assessments on hundreds of different security devices and systems in the last few years [2-4].  The VAT has also analyzed security programs and procedures for over two-dozen government agencies and private companies.  As a result of this work, we have developed a number of suggestions for conducting effective vulnerability assessments.  These are summarized in this paper.  While our work has primarily involved physical security (in contrast to, for example, computer, network, or information security), our experiences may have applicability to other types security as well.


This paper is organized as follows:  First there is a review of why physical security is such a difficult challenge.  A vulnerability assessment cannot be effective without appreciating this fact.  This is followed by a brief review of the practical differences between Security Surveys, Risk Management, and Vulnerability Assessments.  Next comes a discussion of why vulnerability assessments are tricky, followed by some general recommendations for doing them.  Attributes of physical security programs that are symptomatic of trouble are then presented;  vulnerability assessors need to be alert to these telltale signs.  The next section outlines the specific steps in a vulnerability assessment, followed by individual sections offering recommendations concerning assessment personnel, brainstorming, and preparing the final assessment report.

Why is Physical Security so Difficult?


Physical security involves protecting valuable, tangible assets from harm.  These assets might, for example, be people, buildings, cargo, documents, money, museum artifacts, food & drink, medical supplies, forensic evidence, weapons, or hazardous materials.  The harm we wish to avoid can involve theft, destruction, sabotage, vandalism, espionage, forgery, counterfeiting, or tampering.  The task of reliably protected against such harm is a daunting one.  Recognition of this fact is essential because complacency, overconfidence, or arrogance are incompatible with good security, or with good vulnerability assessments.


One of the reasons that physical security is so difficult is that it is highly multidimensional.  Whereas an adversary need only find and exploit one or a small number of vulnerabilities to succeed, physical security managers must identify, understand, and manage all possible vulnerabilities.  While adversaries can attack at only one or a small number of points, security managers must often protect large, spatially distributed facilities.  They must plan for all possible attacks at unpredictable times from all possible adversaries, many of whom may be completely unknown.  As the Transportation Security Administration (TSA) puts it [5], “We have to get it right every day and the terrorists only have to get it right once.  So we have to be ahead of the game.”  Moreover, while security personnel are generally constrained by legal, ethical, and public relations considerations, their adversaries (e.g., terrorists) may not be. 


Another serious challenge for physical security is the general lack of useful performance measures.   The traditional performance measure for security is pathological:  success is defined as nothing happening.  This kind of performance measure does not permit effective cost/benefit analysis, and often results in insufficient resources being made available for security.  Moreover, it tends to result in irrational cyclical fluctuations (oscillating between denial and hysteria) in security funding.  Security budgets typically decay over time as long as there are no major security incidents.  Once a major incident occurs, however, hysteria tends to ensue.  Massive resources are suddenly thrown at the problem, much of them ultimately wasted.  Draconian and often downright silly measures are introduced, some of which actually decrease overall security, or at least divert attention from more effective measures.  (Thus, for example, we see airport security personnel after September 11th confiscating fingernail clippers—presumably to keep would-be terrorists from threatening airplane passengers and pilots with bad manicures!)  Once a security crisis passes, the emphasis on physical security typically again erodes away until the next serious incident, at which point another frantic spike in funding and activity occurs.



Effective physical security is also hampered by a lack of standards. The few standards that do exist are of little value.  Standards, however, are not automatically a guarantee of effective security.  If they are too broad or too narrow, not well thought through, and/or mindlessly applied, they can cause more harm than good.  If the underlying theoretical understanding of fundamental issues is absent or weak, standards may become particularly detrimental.  Moreover, there is the potential problem referred to in the old engineering joke:  that the great thing about standards is that there are so many to choose from!


Physical security is also commonly plagued by ambiguity.  Security programs are frequently quite vague as to exact goals and adversaries.  Not helping the problem is the fact that security terminology is often sloppy, misleading, misunderstood, or misused, even by experienced security professionals. 


Attitude can be a particularly significant problem for a physical security program.  While there are potential benefits to showing great confidence to the outside world (because this may discourage adversaries), a healthy security program does not believe its own public guarantees and assurances.  Far too often, however, physical security managers, and the high-level personnel they report to, believe their own press releases.  Ominously, many security programs retaliate against insiders or outsiders who question security measures, offer suggestions, or call for improvements.  Physical security is a very difficult assignment under the best of circumstances.  Security managers and security programs cannot afford to ignore, as they often do, suggestions and criticisms from any quarter—and especially from their own personnel.  Even fanciful comments and suggestions from amateurs and outsiders can be useful in that they permit insight into the thought processes of potential adversaries.  


Other problems that typically add to the difficulty of providing effective physical security include society’s ambivalent attitudes towards security, the multidisciplinary and (increasingly) technological nature of physical security, the relatively low status and educational level of many security workers, the boredom often associated with routine security functions, and the tendency for the field to attract linear/concrete thinkers, authoritarians, and bureaucrats.  “Compliance mode” can also be a major problem.  This involves security managers or other security personnel being so focused on satisfying superiors, auditors, regulators, bureaucrats, and formal security requirements that they lose sight of real-world security threats.  Being distracted by paperwork and busywork is a serious problem with security—which, first and foremost, needs to be about paying attention.  Compliance mode is very difficult to avoid in large organizations and bureaucracies, in well-established operations, and for security programs that do not encourage security personnel to be flexible, creative, introspective, clever, and proactive (and that do not have senior officials with these attributes).

Security Surveys vs. Risk Management vs. Vulnerability Assessments


There are traditionally three major tools for evaluating and improving physical security.  These are the Security Survey [6], Risk Management which is sometimes called “Design Basis Threat” [7, 8], and Vulnerability Assessments [9].  


Some in the field of security think of these approaches as basically the same thing, while most others consider Security Surveys and Vulnerability Assessments to be sub-tasks within the broader category of Risk Management.  I would argue that (regardless of theory) these tools are really quite different from each other as a practical matter, and that a good security program needs to use all three.  Indeed, the serious problems with Security Surveys and Risk Management vis a vis Vulnerability Assessments have more to do with how the former are typically implemented than with any fundamental theoretical flaw.


As it is commonly understood, a Security Survey is a type of walk-around exercise.  The security manager wanders the spaces and looks for problems, often with a checklist in hand.  Security surveys are useful because they catch obvious mistakes, such as a hole in the fence, an unlocked door, or a guard asleep at his station.  Security surveys, however, do not usually result in profound security improvements because they do not encourage creative thinking.  They also tend to be closed-ended.  Thinking about security vulnerabilities tends to stop once the checklist has been completed—at least until the next regularly scheduled Survey.  There is, moreover, an underlying assumption in most Security Surveys that vulnerabilities will leap out at the security manager as she conducts the walk-around.  That, however, is rarely the case, expect possibly for some of the most mundane and blatantly obvious vulnerabilities.  Security Surveys also often have limited effectiveness because of their binary nature.  They encourage a check-off mentality:  something is either secure or it is not secure.  If it is secure, we can check the appropriate box and then supposedly not worry about it again for a time.  It reality, security is a continuum with nothing ever being fully secure or fully insecure, and with everything requiring continual re-examination.  Security Surveys also commonly suffer from being unimaginative and overly focused on completing the checklist instead of carefully examining reality (including recent changes).  They are rarely focused on adversaries, often miss new potential threats, and do not typically result in novel countermeasures being implemented.


Risk Management is a more involved technique.  In simplistic terms, it requires security managers to think about the bad things that could happen, and then consider what additional measures they could take to further mitigate those risks.  Assets, Threats/Vulnerabilities, Adversaries, Consequences, and Safeguards/Countermeasures are all considered, and given relative priorities or probabilities.  This is a useful approach for identifying issues (and it can help justify additional security expenditures), but it often fails to result in dramatic security improvements.  Why is this?  In my experience, it is because the security people (or committee) doing the analysis are often unimaginative.  They tend to focus only on past (local) security incidents, ignoring changing circumstances, global realities, and unfamiliar rare-event risks that may be far more dangerous.  The world, after all, is now rapidly changing and highly-interconnected, with new technologies and new adversaries appearing all the time.  In this environment, history is not always a good predictor of the future, especially for rare, catastrophic events.  Indeed, most texts and lectures on Risk Management—when they don’t just gloss over exactly how Threats and Vulnerabilities are to be identified—relegate their determination to merely compiling statistics on past security incidents (perhaps with some vague intelligence information thrown in the mix).  That is not good enough!  In the post-9/11 world, we need to have security that is proactive, not just reactive.   


Security managers conducting Risk Management analyses tend to think mostly about risks or threats for which there are already security measures in place.  This is backwards and not how it is supposed to work, but this problem is nevertheless commonplace.  Moreover, any new Safeguards/Countermeasures that might be considered as remedies are typically chosen from a pre-existing shopping list of possible additional hardware and security procedures.  That also is backwards;  Safeguards and Countermeasures should be freely designed to deal directly with the specific Threats & Vulnerabilities we want to mitigate, not just mindlessly chosen from a stale, generic toolkit.


In practice, Risk Management methods tend to emphasize filling in multiple tables and matrices (or filing in boxes in software programs) at the expense of creative and critical thinking.  They also suffer from the “falsity of precision”.  This is the naïve belief that merely because we can invent some semi-arbitrary number for the probability or priority ranking of a poorly understood parameter that this number has greater significance than the knowledge and reasoning (if any) that went into choosing it.  Risk Management methods also tend to consider various “probabilities” as stochastic in nature, and thus multiplicative in the case of unrelated events.  This is usually a poor assumption when the adversaries are deliberate and intelligent in their designs, not random, and when insiders can play a nefarious role in attacks.


In my experience, the biggest problem with traditional Risk Management approaches to optimizing security is the fact that the personnel conducting them usually have entirely the wrong mindset.  The security risk assessors are thinking about things from the perspective of the "good guys", i.e., people who desperately do not want there to be security problems.  They are not thinking like the “bad guys”.  As a result—human nature being what it is—security risk managers often see what they want to see (that everything is secure), not necessarily what they need to see (or what the “bad guys” see).  Too often, Risk Management approaches are simply used to justify the status quo.  Other common problems include their closed-end nature (as with Security Surveys), the typical lack of realism in estimating attack probabilities and consequences, the failure to consider radical changes in technologies and threats, and the tendency to ignore simple, cheap countermeasures when the attack probabilities are judged (rightly or wrongly) to be low.


A true Vulnerability Assessment is a significantly different matter.  It is an attempt to discover and demonstrate weaknesses in a security device, system, or program.  It is more hands-on than merely theorizing about threats, as is done with typical Risk Management exercises.  Ideally it should also include suggesting possible security improvements and counter-measures.


In a security Vulnerability Assessment, unlike the other techniques, we quit being the good guys and pretend to be the bad guys.  This requires a significant mental coordinate transformation that is more difficult than one might expect.  We try to get into the heads of the bad guys, think like them, and eagerly look for security weaknesses and vulnerabilities to exploit.  We actually want to be troublemakers in our assessments.  And, like real adversaries, we do not let the good guys define the security parameters for us!  Because we want to find problems, we do.  Thinking like imaginative, evil bad guys can be very difficult for security managers, who have spent their careers being good guys, and who are frequently neither evil nor wildly creative. 
Why are Vulnerability Assessments so Difficult?


Vulnerability assessments are difficult for a lot of other reasons in addition to the ones discussed above.  One major hindrance is the prevalence of an absolutist, binary view of security.  Too many people (including security managers) believe a security device, system, or program is either secure, or else it has vulnerabilities and is thus insecure.  In reality, however, security is a continuum.  Nothing is either fully secure or completely insecure.  Vulnerabilities always exist, and many of them can never be fully known or eliminated. 


In many cases, security managers and supervisors, as well as manufacturers and vendors of security products, do not want vulnerability assessments done because they uncover problems.  The discovery of vulnerabilities is viewed as bad news even though, ideally, it should be viewed as good news.  After all, only when a vulnerability is found can it be mitigated or eliminated.  There is frequently a “shoot the messenger” mentality.  Vulnerability assessors (called “black hatters”!) are often viewed by security managers and organizations as a threat, rather than the adversaries and the vulnerabilities that the assessors uncover.


Similarly, security managers often view implementing security improvements or vulnerability countermeasures as a shameful admission of previous negligence or incompetence, rather than as an indication of a process of ongoing improvement, or a response to changing circumstances. 


Vulnerability assessments themselves are quite complex.  There are no generally useful guidelines or standards for how to do a vulnerability assessment.  Time and funding are often quite limited, although adversaries who attack a security device or program may not be so constrained.  A time- or budget-limited vulnerability assessment, moreover, requires some kind of prioritization of the hundreds or thousands of possible attacks.  Time and money will usually not be available to study them all.  Not all possible attacks will be relevant or ultimately prove to be viable, and some of the attacks that do ultimately work may end up consuming more time and money to explore than they are worth.  There seem to be no obvious ways to prioritize attacks, though experience appears to be helpful. 


A related complication is that we don’t automatically know when the best attacks have been found during a vulnerability assessment.  The best attacks may go forever undiscovered, or be discovered only at a later date by a different set of vulnerability assessors (or adversaries).  Vulnerability assessments thus have no clear-cut end point.  It is also often quite difficult to obtain high levels of realism when exploring, testing, or demonstrating security vulnerabilities.  This is particularly true inside high security facilities, or for truly catastrophic attacks.  Another complicating factor is that defeating a security device, system, or program is a matter of degree and of probability, not absolute certainty.  A crude attack will not necessarily fail with 100% probability, nor will a subtle attack always succeed.  Estimating the degree and probability of a security defeat is not a simple matter.


Many real-world attacks on security devices/systems/programs rely on false alarming, fault analysis, “poke the system”, “watch and pounce”, or social engineering methods.  (These attacks are defined below.)  Because these types of attacks tend to be anomalous, rare or random events, they can be quite difficult for vulnerability assessors to observe, model, predict, or replicate.  It can also be difficult to sufficiently control related parameters, and to model or predict complicated human and organizational factors.


(False alarming is an attack where the adversary induces random, multiple false alarms in order to undermine the usefulness of the security and the confidence placed in it.  Fault analysis involves an adversary deliberately causing the device or system to perform in a manner different from the way it was intended in order to learn useful information that can be exploited.  Fault analysis attacks can be particular effective against complex, or high-tech devices or systems.  “Poke the system” attacks involve the adversary probing the security, seeing what happens, and then using what was learned.  With “wait and pounce”, the adversary passively waits until security personnel make a mistake or there is some unexpected anomalous event, then quickly jumps into action to exploit that situation.  “Social engineering” is the term used for attacks that relay on compromising key personnel through persuasion, seduction, bribery, impersonation, threats, or force.) 


While vulnerabilities in physical security often involve various hardware factors, effective physical security is really more about human and organizational factors, behaviors, and psychology.  Indeed, physical security usually fails not fundamentally because of hardware problems, but due to human errors and foibles, stupidity, laziness, wishful thinking, lack of foresight, over confidence, arrogance, too little attention or imagination, poor training and communication, or an unwillingness to commit sufficient resources to protection.  These are difficult variables to study and characterize.


Other common problems that can interfere with effective vulnerability assessments include conflicts of interests on the part of the assessors, “recursion” (chasing a moving target when implementing recommended countermeasures would introduce new vulnerabilities), uncertainties about how to best report results, the complex interaction between different layers of security, and the need to maintain safety and security while performing tests and demonstrations.

Recommendations for Effective Vulnerability Assessments


The following are general recommendations and suggestions, based on the experiences of the VAT, for how to conduct an effective vulnerability assessment of a security device, system, or program:


Vulnerability assessments should be done iteratively, throughout the design process for any new security device or system (including at the earliest stages), not just at the end when it is difficult politically, psychologically, programmatically, and technically to make necessary changes.  Periodic vulnerability assessments should also be done throughout the life of a security device, system, or program.


Undiscovered vulnerabilities always exist.  A vulnerability assessment that finds no vulnerabilities is therefore useless, must be rejected, and should be repeated using different assessors who will do the job correctly.


It is essential that security personnel, supervisors, and managers, as well as developers, promoters, vendors, and manufacturers of security devices and systems, not be penalized when new vulnerabilities are discovered.  Similarly, retaliation against vulnerability assessors, or any personnel (internal or external) who raise security concerns or questions is unacceptable, the sign of a pathological security program, and must not be tolerated.


To be effective, vulnerability assessments must be holistic and done in full context.  Conducting vulnerability assessments on pieces of a security device, system, or program is usually a waste of time, and will tend to lead to dangerous over-confidence and overlooked vulnerabilities.  Vulnerability assessments must not be given unrealistic constraints on possible attack tools, procedures, personnel, or strategies.  These ideas are part of a more general principle that the “good guys” must never assume they can define the security problem.  That is the prerogative of the “bad guys”.


Thorough (and cost-effective) vulnerability assessments of security devices require multiple copies of the device that can be destroyed during the analysis.  Usually the more samples that are available, the more comprehensive the findings and the greater the number of discovered vulnerabilities.


Physical, environmental, ergonomic, durability, field readiness, or materials testing of a security device—although very useful—is not the same thing as vulnerability assessment.  These other kinds of tests should not be confused with vulnerability assessments, though they often are.


Vulnerability assessment must avoid the common tendency to underestimate the cleverness, knowledge, skills, dedication, and resources available to an adversary.  (This is surely one of the lessons of September 11.)


Vulnerability assessors must recognize that adding one more layer of mediocre security to a system or program may actually decrease overall security.


All of the following types of attacks must be considered:  false alarming, fault analysis, “poke the system”, “watch and pounce”, and social engineering methods.  Any consideration of social engineering attacks must include attacks that involve the adversary impersonating employees, government authorities, auditors, managers, security personnel, maintenance and craft workers, emergency response crews, law enforcement officers, etc.  Also, all of the following adversaries must be considered:  insiders, outsiders, and outsiders assisted by insiders.

It is essential to factor in Rohrbach’s Maxim:  No security system will ever be used properly (the way it was designed) all the time [10].  It is also essential to factor in Shannon’s Maxim:  The adversaries know and understand the security systems and hardware being used [10]. 

Indicators of Security Programs in Trouble


In evaluating security programs, vulnerability assessors should look for the following attributes that are typically indicative of serious problems:

 
• 
There is widespread arrogance and overconfidence on the part of security managers and their superiors. 


•
Security tends to be viewed as binary:  things are thought of as either secure or not secure, without any shades of gray.


•
Security personnel and managers seem to think that satisfying auditors, superiors, paperwork, and regulations is automatically a guarantee of effective security.  (Often, the opposite is true.) 


•
Business executives within the organization who have little knowledge or responsibility for security tend to co-opt their security managers’ decisions and recommendations. 


•
“Shoot the messenger” syndrome is common.  Comments, suggestions, and criticisms concerning security are unwelcome from any quarter (internal or external), and often invoke retaliation, undue defensiveness, or automatic cursory rejection of the input.  There is no recognition that even absurd feedback can be a clue to how adversaries may be thinking.  Security personnel, including low-level personnel, are not encouraged to point out vulnerabilities, raise questions and concerns, or offer creative suggestions.  Low-level security personnel do not feel safe or comfortable reporting a security incident, anomaly, or problem. 


•
Security personnel, supervisors, and/or managers are penalized when new vulnerabilities are discovered.  


•
Security supervisors and managers attempt to cover up vulnerabilities. 

 

•
Vulnerability assessments and security surveys are rarely conducted.  Security managers rarely “walk the spaces”  





or chat informally with security personnel or other (non-security) employees in the organization.


• 
Security personnel are not well respected by non-security employees within the organization.


•  Security personnel do not generally respect their supervisors and managers.


•
Security managers and supervisors do not test security on a daily or weekly basis.  “What if?” mental or walk- through exercises are rare.


•
Security personnel receive little training or practice, including in the areas of observational and people skills, and how to spot social engineering tactics, misdirection, and sleight of hand techniques.


• 
Security personnel accept food and drink from colleagues, co-workers, and unauthorized sources.


•
The morale and self-esteem of security personnel is low.  Security personnel, including low-level personnel, are not treated as professionals (with courtesy and respect), and are rarely recognized for good work.  They are given few opportunities for training and professional advancement.  Security personnel feel no loyalty or connection to the organization and employees they are protecting.


• 
The organization either has no grievance or complaint resolution process in place for disgruntled workers (whether they be security personnel or otherwise), or else has one that is widely perceived to be ineffective, rigged, or unfair [11].  Confidential, professional counseling is unavailable for troubled employees, or else it exists but workers are afraid or reluctant to use it.


• 
Security training exercises are unrealistic and tedious.  Security personnel have few opportunities to demonstrate their prowess in contests or exercises.


•  Security personnel are not briefed at the start of a shift, checked for fitness of duty, nor debriefed after their shift. 


• 
There is no pre-employment screening of employees.  There are no periodic, thorough background and reliability checks performed on all security personnel, or on other employees with access to critical protected assets.  Unexplained or unexpected absences of security personnel are not investigated, nor are any sudden outbreaks of widespread illness.


• 
Rosters, duty assignments, and schedules of authorized work are not well protected from tampering.  Paper 



documents and verbal orders tend to be taken at face value.


•
Insiders are not considered a security threat [11].


•
Senior executives, department heads, high-level personnel, government officials, and VIPs get special treatment and are not subject to the same security rules and processing as all other personnel and visitors.


•
Security personnel do not know exactly how and when to summon help or sound an alarm.  There are no clear policies on the use of physical force (including lethal force and force against coworkers), or else those policies are largely unknown to security personnel and rarely discussed in a “what if?” format.  Security personnel are vague on exactly what is expected of them.


• 
The health and safety of security personnel is a low priority.  Insurance and medical coverage is absent or weak   for security personnel hurt or killed in the line of duty. 

The Various Steps in a Vulnerability Assessment


There are 13 major steps in conducting a vulnerability assessment.


1.  The first step is to fully understand the goals and purposes of the security device, system, or program, including the nature of the adversaries it is meant to counter.  Security cannot be optimized without a thorough understanding of these matters.


2.  The next step is to fully understand how the security device, system, or program is really used—not just how security managers or the vendor/manufacturer think it is used.  The differences between theory and practice can be a significant source of vulnerabilities.  This step usually requires talking at length with low-level security personnel, who need to feel they can speak openly and honestly.  Allowing them to keep their comments anonymous may help.  Security managers and product vendors/manufacturers should also be interviewed, but it is important to bear in mind that (especially at high-levels) they may hold a highly idealized or even wildly unrealistic view of reality.


3.  Play with the device, system, or program.  This is the equivalent of “kicking the tires”.


4.  The next step is probably the most critical:  Brainstorming.  Without effective brainstorming, important vulnerabilities are unlikely to be uncovered.  Brainstorming is discussed in a separate section below.


5.  Play with the device, system, or program again, this time taking into account what was conceived during the Brainstorming session(s).


6.  Next, edit and prioritize the potential attacks.  If two potential attacks are judged to have an equal probability of success, priority must be given to the attack that is simplest and uses the lowest level of skills, knowledge, and technology.  Not all of the devised attacks are likely to be practical or worth the effort to explore given time and funding constraints.  Attacks that initially appear impractical (or even absurd) can often, however, be massaged into something useful.


7.  Partially develop the highest priority attacks.


8.  Estimate or determine the ultimate feasibility of the various attacks you have devised.


9.  Demonstrate the attacks (if practical) after having practiced them to a sufficient level of proficiency.


10.  Devise countermeasures.  This may require additional brainstorming sessions.


11.  Rigorously test the attacks and provide samples (if practical).


12.  Rigorously test the countermeasures.


13.  Complete the final report.  (See below.)


In the experience of the VAT, the longer that assessors can ponder and experiment with vulnerabilities and countermeasures, the better the results.  Vulnerability assessments done in a short period of time at 100% effort are usually inferior to assessments done over a much longer period at a lower level of effort, even if exactly the same number of labor hours is charged.  It is also important to recognize that sponsors will often be reluctant to provide sufficient time and funding for steps 9-13.  Many vulnerability assessments end at step 8.

Assessment Personnel


Vulnerability assessments should be undertaken by personnel who are independent, imaginative, and psychologically predisposed to finding problems.  Assessors who do not consciously or unconsciously want to find vulnerabilities are unlikely to do so.  Ideally, the vulnerability assessors should have a track record of discovering and demonstrating security vulnerabilities, and suggesting effective countermeasures.  Assessors must be free of any conflicts of interest (e.g., they must not be the inventor, developer, promoter, vender, or manufacturer of the device or system), and must be under no pressure, undue influence, or unrealistic constraints (including time and funding) regarding their analysis, findings, recommendations, or the types of attacks they can consider.


Outside, professional vulnerability assessors are preferable to insiders.  As a practical matter, however, outside consultants are not always a possibility because of budget limitations, or concerns about allowing outsiders to learn about security vulnerabilities.  If that is the case, consider using non-security employees from inside your organization.  You will want smart, creative, hands-on people.  Seek troublemakers, smart alecks, schemers, loophole-finders, organization critics, questioners of tradition and authority, outside-the-box thinkers, artists, hackers, tinkerers, problem solvers, and techno-nerds.  In short, look for people you might ordinarily consider to be security problems themselves.  Such people are probably more like your adversaries than are your security personnel.  They will able to instinctively spot security weaknesses that less jaded individuals (and security personnel caught up in the day-to-day routine of security) could easily miss.  Use of non-security personnel as part of your assessment team, in addition to providing fresh insight, can have the extra advantage of increasing security awareness throughout your organization.

Effective Brainstorming


Effective brainstorming for purposes of vulnerability assessment is really no different than creative brainstorming for any other kind of endeavor [12].  The nature of security, however, as well as the type of people who often work in it, are not always consistent with the creative, freewheeling thought processes that are required. 


It is absolutely essential for effective brainstorming that wild and crazy ideas be allowed to flow without premature criticism, rejection, or ridicule.  According to Eugene Raudsepp [13]:  “Nothing can inhibit and stifle the creative process more—and on this there is unanimous agreement among all creative individuals and investigators of creativity—than critical judgment applied to the emerging idea at the beginning stages of the creative process. ... More ideas have been prematurely rejected by a stringent evaluative attitude than would be warranted by any inherent weakness or absurdity in them.  The longer one can linger with the idea with judgment held in abeyance, the better the chances all its details and ramifications can emerge.”  Thus, initial ideas about potential attacks that invoke (for example) flying monkeys, Elvis impersonators, and space aliens are to be enthusiastically encouraged.  Not only do such wild ideas make it easier to think outside the box, but they can often lead to, or be morphed into, something more feasible.  
The Final Report


The final vulnerability assessment report should be provided to the appropriate senior managers without squelching, editing, or “interpreting” by intermediate security personnel or managers.  An in-person or video briefing is often quite useful in addition to a final written report.  This makes it possible to demonstrate attacks, countermeasures, and recommendations. 


The final report should include praise for the good features or practices of the security device, system, or program.  This is done for two reasons.  First of all, we want to encourage those good features or practices to continue.  (Don’t assume they automatically will!)  Secondly, emphasizing the good things makes the sponsor of the vulnerability assessment more psychologically ready to hearing about security problems.  Vulnerability assessment reports that are full of criticisms but contain zero praise, or that—even worse—discuss nothing but problems without offering any potential solutions are unlikely to be taken to heart or to result in security improvements.


The final report needs to reassure the reader that finding vulnerabilities is not an indication of a failed security device, system, or program.  Quite on the contrary, the existence of vulnerabilities in large numbers is a given;  identifying them simply means they can be mitigated.  Finding vulnerabilities is thus good news, not bad news.  The report should also make it clear that it contains far more suggestions and countermeasures than are likely to be adopted.  Ultimately, it must be up to the appropriate security manager(s) to decide what suggestions (if any) to implement and when.  Security managers must deal with many more contingencies, conflicting priorities, limitations on resources, and real-world considerations than can possibly be fully appreciated by vulnerability assessors, especially if they come from outside the organization.


The final report should also strive to dispel the myth that security devices, systems, and programs must “pass” a vulnerability assessment.  This is no more the case than that people should “pass” an IQ test.  There are currently no meaningful standards for “certifying” a security device, system, or program in terms of vulnerabilities.  Such standards may be very difficult to develop, as well as potentially dangerous if mindlessly or rigidly applied.


A comprehensive vulnerability assessment report should consist of the following 5 items:

1.  A detailed description of the successful attacks.  For each attack the following information should be provided:

 
• 
Is the attack theoretical, partially demonstrated, fully demonstrated but not perfected, or practiced to perfection?


• 
What are the cost, time, and effort to devise and demonstrate the attack?


• 
What time is required on-site to do the attack?


• 
How much time is required for the attack to become activated, which may differ from the time to do the attack?  


•
What time is required for off-site preparation?



•
What personnel, skills, technical sophistication, and costs are necessary to complete the attack?


•
How many times and for how long must the adversary have on-site access to the hardware or infrastructure being attacked?

 
•
What is the size, weight, cost, and nature of the tools and materials that must be brought on-site for the attack?

 
•
Is inside information necessary for the attack, or just what is publicly available?

2.  Sample(s) of the defeated security devices should be provided if practical and appropriate.

3.  Samples of the security devices employing any suggested design changes should be provided, if practical.

4.  The report should include a statistical summary of the assessment that is purged of sensitive or classified vulnerability and attack details, but that contains information on the identity of the persons/organization doing the vulnerability assessment, the cost and level of effort, the number of successful attacks, time to develop them, time to execute them, type of defeats, number of possible counter-measures and their general nature.  A developer, manufacturer, or user of a security device or system who claims that a particular device or system has undergone vulnerability assessment should make this summary available to anyone to whom that claim is being made.  

Conclusion


This paper has attempted to summarize the lessons gained from 15-years worth of vulnerability assessment experience on the part the Vulnerability Assessment Team (VAT) at Los Alamos National Laboratory.  Vulnerability assessments, however, are currently more an art than a science.  This is because they are fundamentally exercises in imagination, creativity, troubleshooting, and prediction—activities that are difficult to characterize, standardize, and put into a formula.  Hopefully the suggestions and comments offered here will nevertheless be useful for helping to improve security.  

References

1.
LANL Vulnerability Assessment Team Home Page (2004),  http://pearl1.lanl.gov/seals/default.htm.

2.
Johnston, R.G., Garcia, A.R.E., and Pacheco, A.N. (2002), “Efficacy of Tamper-Indicating Devices”, Journal of Homeland Security, April 16, http://www.homelandsecurity.org/journal/Articles/displaySciTech.asp?article=50.

3.
Johnston, R.G. (2004), "How To Be a Better Seal User", Logistics/Supply Chain, January 9,

http://logistics.about.com/cs/technology/a/uc010904.htm.

4.
Warner, J.S. and Johnston, R.G. (2003), “A Simple Demonstration that the Global Positioning System (GPS) is Vulnerable to Spoofing”, Journal of Security Administration 25, pp. 19-27. 

5. TSA Spokeswoman Lauren Stover (2004), February 22, http://www.azstarnet.com/dailystar/printSN/10966.php.

6.
Broder, J. (1999), Risk Analysis and the Security Survey, Boston, MA, Butterworth-Heinemann. 

7.
Garcia, M.L. (2001), The Design and Evaluation of Physical Protection Systems, Boston, MA, Butterworth-Heinemann.

8.
Roper C. (1999), Risk management for Security Professionals, Boston, MA, Butterworth-Heinemann.

9.
Johnston, R.G. (1997), “Effective Vulnerability Assessment of Tamper-Indicating Seals”, Journal of Testing and Evaluation, 25, pp. 451-455.

10.
R.G. Johnston, R.G. (2001), “Cryptography as a Model for Physical Security”, Journal of Security Administration 24, pp. 33-43.
11.
Johnston, R.G. and Bremer Maerli, M. (2003), “The Negative Consequences of Ambiguous ‘Safeguards’ Terminology”, Proceedings of the Institute for Nuclear Materials Management (INMM) 44th Annual Meeting, July 13-17, Phoenix, AZ.

12.
Rich, J.R. (2003), Brainstorm: Tap Into Your Creativity to Generate Awesome Ideas and Tremendous Results, Career Press, Franklin Lakes, NJ.

13. 
Raudsepp, E. (1962), Managing Creative Scientists and Engineers, New York, NY, Macmillian, pp. 7-10.




