Ross . Anderson

Why Cryptosystems IEenil

ryptography is used by governments, banks, and other organizations to keep
messages secretl and to protect electronic transactions from modification. It
is basically an engineering discipline, but differs in a rather striking way
from, for example, aeronautical engineering: there is almost no public feed-
back about how cryptographic systems fail.

Commercial airline crashes are extremely public events. Investigators
rush to the scene, and their inquines involve experts from a wide range of
interests—from the carrier, through the manufacturer, to the pitots’ union.
Their findings are examined by journalists and politicians, discussed on elec-
tronic bulletin boards and in pilots’ messes, and passed on by flying instruc-
tors. This learning mechanism is the main reason why, despite the inherent
hazards of flying, the risk of an individual being killed on a scheduled air
journey is only about one in a million.

Cryptographers rarely get this kind of feedback, and indeed the history of
the subject shows the same mistakes being made over and over again. For
example, Norway’s rapid fall in the Second World War was largely due to the
Germans’ success in solving British naval codes—using exactly the same tech-
niques that the Royal Navy’s own “Room 40” had used against Germany in
the previous war [16].

Although we now have a reasonable history of cryptology up to the end
of World War II, a curtain of silence has descended on governmentsector
use of this technology since then. Although this is not particularly surpris-
ing, it does leave a large experience deficit, especially as the introduction of
computers since 1945 has changed the situation considerably. It is as if acci-
dent reports were only published for piston-engined aircraft, while the caus-
es of all jet-aircraft crashes were kept a state secret.

This secrecy is no longer appropriate, as military messaging networks now
make up only about 1% of the world’s cryptography, whether we measure
this by the number of users or by the number of terminals. There are some
civilian applications for secure messaging, such as interbank money transfer
and burglar alarm signaling; but the great majority of fielded cryptographic
systems are in applications such as bank cards, pay-1TV, road tolls, office
building and computer access tokens, lottery terminals, and prepayment
electricity meters. Their job is basically to make petty crime, such as card
forgery, slightly more difficult.

Cryptography was intreduced to the commerciat world from the military
by designers of automatic teller machine (ATM) systems in the early 1970s.
Since then, ATM security techniques have inspired many of the other sys
tems—especially those where customers initiate low-value transactions for
which we want to account. One might therefore expect the ATM experience
to give a good first-order threat model for cryptographic systems in general.

Automatic Teller Machine Disputes
In some countries, banks are responsible for the risks associated with new
technology. In 1980, a New York court believed a bank customer’s word that
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she had not made a withdrawal, rather
than the word of the bank’s experts
that she must have done so [15]; the
Federal Reserve then passed regula-
tions that require U.S. banks to refund
all disputed electronic transactions
unless they can prove fraud by the cus-
tomer. Since then, many US. ATM
cash dispensers have had video cam-
eras installed.

In Britain, the courts have not yet
been so demanding; despite a parlia-
mentary commission that found that
the personal identfication number
(PIN} system was insecure [14], bank-
ers simply deny that their systems can
ever be at fault. Customers who com-
plain about “phantom withdrawals”
are told that they must be lying, or
mistaken, or that they must have
been defrauded by their friends or
relatives. This has led to a string ot
court cases in the U.K.:
® A teenage girl in Ashton was con-
victed in 1985 of stealing £40 from
her father. She pleaded guilty on
the advice of her lawyers that she
had no defense, and then disap-
peared; it later turned out that
there had never been a theft, but a
clerical error by the bank, which
tried to cover it up.

* A Shefheld police sergeant was
charged with theft in November
1988 after a phantom withdrawal
took place on a card he had confis-
cated from a suspect. He was lucky:
his colleagues located the person
who made the transaction after the
disputed one, and her testimony
cleared him.

® Charges of theft against an el-
derly woman in Plymouth were
dropped after our inquiries showed
the bank’s computer security sys-
tems were a shambles. The same
happened in a case against a taxi
driver in Great Yarmouth.

* After a police constable com-
plained he had not made six AIM
withdrawals that appeared on his
bank statement, the bank had him
prosecuted and convicted for at-
tempting to obtain money by decep-
ton. Their technical evidence was
highly suspect; there was an outcry
in the press, and an appeal is
under way.

e Customers are suing banks in the
civil courts in both England and

Scotland, and & case may be
launched shortly in Norway as well.

We have been involved in provid-
ing expert advice in many of these
cases, which produced a vast quantity
of evidence. In addition to this, and
other information discovered
through the legal process, we have
interviewed former bank employees
and criminals, searching the banking,
legal, and technical literatures, and
drawn on experience gained design-
ing cryptographic equipment. One
outcome of all this activity has been
the first unclassified study of how and
why cryptosystems fail.

The Three Common Probtems
with ATM Security

Automatic teller machine systems use
encryption  to  protect  customers’
PINs. The details vary from one bank
to another, but many use variants of a
system originally developed by IBM
[21], in which the PIN is derived from
the account number by encryption. It
is also encrypted while being sent
from the ATM to the bank for verifi-
cation.

When the crypto know-how was
originally imported from the defense
sector, a threat model came with ir.
This model presumed that artacks on
the system would be technically so-
phisticated, and might involve crypt-
analysis or the manipulation of trans-
actions at some point in the path
between the ATM and the bank that
issued the card.

Indeed, there are many ways in
which a skilled attacker could pene-
trate the world’s ATM networks [3].
Some networks do not encrypt PINs
properly, or at all, many banks, espe-
cially in the U.S., do encryption in
software rather than hardware, with
the result that the keys are known w
programmers; some older ATMs and
encryption devices have known weak-
nesses; and even those systems that
use approved encryption hardware
can be vulnerable, as the Data En-
cryption Standard algorithm is be-
coming increasingly open to attack
[24]. All these facts are used by en-
cryption equipment sales staff in their
efforts to persuade bankers to buy the
latest products.

Of the hundreds of documented
failures of ATM security, however,
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only wo involved such attacks: in
one, a telephone engineer in Japan
recorded customer card data and
PINs from a phone line; in the other,
technicians programmed a communi-
cations processor to send only posi-
tive authorizations to an ATM where
accomplices were waiting. None of
the other thefis and frauds were due
to skilled attack, but were rather
made possible by errors in the design
or uperation of the ATM system itself.

The three main causes of phantom
withdrawals did not involve cryptol-
ogy at all: they were program bugs,
postal interception of cards, and
thefts by bank staff.

First, there is a “background
noise” of transactions that turn out to
be wrongly processed (e.g., posted to
the wrong account). It is well known
that it is difficult to get an error rate
below about 1 in 10,000 on large, het-
erogeneous transaction processing
systems such as ATM networks [10];
yet, before the British litigation
started, the government minister re-
sponsible for Britain’s banking indus-
try was claiming an error rate of 1 in
1.5 million! Under pressure from
lawyers, this claim was trimmed to 1
in 250,000, then 1 in 100,000, and
most recently to 1 in 34,000. Even
this last figure would stifll mean that
about 30,000 phantom withdrawals a
vear in Britain (and over 200,000 in
the United States) are caused by pro-
cessing errors.

Second, problems with the postal
service are also well known and can
be particularly acute in university
towns. In Cambridge, for example,
approximately 4,000 people open
bank accounts every October; their
ATM cards and PINs are delivered to
college pigeonholes, which are wide
open to thieves. Yet this author’s
bank was unable to arrange for a card
to be sent by recorded delivery; its
system designers had not anticipated
the requirement.

The third big problem is theft by
bank staff. British banks dismiss
about 1% of their staff every year for
disciplinary reasons, and many of
these firings are for petty thefis in
which ATMs can easily be involved.
There is a moral hazard here: staff
know that many ATM-related thefts
go undetected because of the policy



of denving that they are even possi-
ble. We discovered a number of cases:

* A woman from Hastings had
£8.600 (about $13,000) stolen hrom
her bank account by a bank clerk
who issued an extra card for it The
hank’s systems did not control ad-
dress changes, so the clerk was able
to change her address to his, issue a
new card, and change it back again
When she finally noticed the loss
and complained, she was not be-
licved; the thief was only discovered
because he suffered an attack ol
conscience and conlessed.

e ‘Technical staft also steal cliems’
money, knowing that complaints
will probably be ignored. At one
bank in Scotland, a maintenance
engincer fitted an ATM with a
hand-held computer, which re-
corded customers” PINs and ac-
count numbers. He then produced
counterfeit cards and looted the
accounts.

e At another bank, the live and test
systems were set up with the same
set of keys, which meant that the
operators could work out PINs on
their test equipment. Eventually,
some of them started charging the
local underworld £50 a time to cai-
culate PINs [or stolen cards; and
when the bank’s security manage:
discovered what was going on, he
was killed in an acadent in which
organized crime may have been -
I'he bank did not bother to
send its customers new cards.

* One type of AT'M had a test
transaction that output 10 bank
notes when a 14-digit sequence was
entered at the kevboard, and a

volved.

bank that used these machines
printed this sequence in its branch
operations manual. Three years
later, there was a sudden series ol
losses, which went on unul all the
banks using the machine put in a
software patch to disable this fea-
Lure.

e In another bank, a prowégeé ol the
deputy managing director sent a
arcular to all branches announcing
that to cut costs, a number of dual-
control procedures were bemg abol-
ished, including that on handling
ATM cards and PINs. Losses in-
creased tenfold; but managers in

the allected depariments were un-
willing to risk their careers by mak-
mg a fuss.

Most thefts by stall appear as phan-
tom withdrawals at ATMs in the vic-
tim’s neighborhood.  British  banks
maintain that a computer security
problem would result in a random
distributon ol transactions  around
the country, and as most disputed
withdrawals happen near the custom-
cr’s home or place of work, these
must be due to card-holder negli-
gence. Customer complaints should
be a bank security manager’s prime
source of information; but in Britain
they often end up reinforcing corpo-
rate complacency.

I'he problem is not limited to Brit-
aim. While some countries (such as
Denmark and Singapore) follow the
LS. example and give the benelit ol
the doubt 1o the customer, there are
more (such as Norway, Portugal, and
[taly) that follow the Britush model,
and others (such as Germany and
Holland) that sit uncomfortably in
the middle.

More Exotic Attacks

We discovered a numbcer ol external
attacks, which exploited a wide range
of design and implementation blun-
ders.

e |'wo men were convicted at Win-
chester Crown Court of a simple
but effectuve scam. They would
stand m lines of AT'M customers.
observe customers’ PINs, pick up
the discarded ATM uckets, copy the
account numbers from the tckets o
blank cards, and use these to loot
the customers’ accounts.

This trick was by no means new. I

was [irst reported almost 10 years ago
when a former employee of a New
York bank stole over $80,000; and
most recently, in May 1994, two men
were arrested for spying on ATMs
San Jose with a video camera. The
attack works when the full account
number is printed on the ATM ticket,
and is clearly trivial to prevent; butin
Britain, it took persistent press pub-
licity 1o get the banks to [ix the prob-
lem [18].

® One British bank’s cash machines
were fooled by telephone cards.
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Whcn one ol these was mserted.
the AT'M believed that the previous
card had been put m again. Thicves
stood in line, observed customers’
PINs. and helped themselves to
cash.

e [n carly 1992 another Briush
bank sent each ol 1ts card holders a
letrer warning them of the dangers
of writing down their PIN, and sug-
gesting instead that they conceal the
PIN by encoding it on a distinctive
piece of squarcd cardboard, which
was designed to be kept alongside
the ATM card. Suppose your PIN s
2956, Choose a four-letter word.

say “blue.” Write these four letters
down in the second. second, Hiftlh,
and sixth columns of the grid, re-
spectively, as shown in Figure 1.

1|23 45|67 8|9

Figure 1. HOW not to encrypt PINS

Now hil up the empty bhoxes with
random  letters. EFasy, 1sn't itz Of
course, there might be only two
dozen four-letter words that can be
made up from a given grid of ran-
dom letters, so a thiel's chance ot
being able to use a stolen card within
three tries has just gone from 1 in
3,833 10 1 in 8.

e One small upper-crust private
bank belied its exclusive image by
giving all its customers the same
PIN. This was a simple program-
ming error; but in another, more
down-market institution, a pro-
grammer deliberately arranged
things so that only three different
PINs were ssued, with the idea that
this would provide his personal
pension fund. In neither case was
the problem detected until quite
some time had passed: the PIN
mailers were subjected to strict han-
dling precautions, so no one in the
bank had the opportunity to notice
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the problem (and it did not occur
to anyone to check).

® One of the largest London banks
had written the encrypted PIN on
the card’s magnetic strip. The crim-
inal fraternity found by trial and
error that you could change the
account number on your own card’s
magnetic strip to that of your tar-
get, and then use it with your own
PIN to loot the targeted account. A
document about this technique cir-
culated in the British prison system,
and two men were recently charged
at Bristol Crown court of conspiring
to steal money by altering cards in
this way. They produced an emi-
nent banking industry expert who
testified that what they had planned
was impossible; but after a leading
newspaper demonstrated otherwise,
they changed their plea to guilty[8].
® Some banks have schemes that
enable PINs to be checked by off-
line ATMs without giving them the
master encryption key needed to
derive PINs from account numbers.
For example, customers of one Brit-
ish bank got a credit-card PIN with
digit-one plus digit-four equal to
digit-two plus digit-three, and a
debit-card PIN with one plus three
equals two plus four. Villains even-
tually discovered that they could
use stolen cards in off-line devices
by entering a PIN such as 4455.

¢ Even without such weaknesses,
the use of store-and-forward pro-
cessing is problematic. Anyone can
open an account, get a card and
PIN, make several copies of the
card, and get accomplices to draw
cash from a number of different
ATMs at the same time. This was a
favorite modus operandi in Britain
in the mid-1980s, and 1s still a
problem in Italy, where ATMs are
generally off-line over the weekend.
* Any security technology can be
defeated by gross negligence. In
August 1993, my wife went into a
branch of our bank and told them
that she had forgotten her PIN;
they helpfully printed a replace-
ment PIN mailer from a PC behind
the counter. This was not the
branch at which her account is
kept; no one knew her, and the
only identification she produced
was her bank card and checkbook.

By that cme, banks in Britain had
endured some 18 months of bad
publicity about poor ATM security,
and this particular bank had been a
press target since April of that year.

This might lead us to ask what the
future might hold. Will all magnetic
cards be replaced with smartcards, as
is already happening in countries
from France to Guatemala and from
Norway to South Africa [2]7 One of
the smartcard vendors’ strongest ar-
guments is that card forgery keeps on
rising, and that the fastest growing
modus operandi is to use false termi-
nals to collect customer card and PIN
data.

Artacks of this kind were first re-
ported from the United States in
1988; more recently, an enterprising
gang bought ATMs and an ATM soft-
ware development kit (on credit),
programmed a machine to capture
PINs, and rented space for it in a
shopping mall in Connecticut. A
Dutch gas station attendant used a
tapped point-of-sale terminal to har-
vest card data in 1993; and in March
1994, villains constructed an entire
bogus bank branch in the East End of
London and made oft with £250,000
($375,000). There seems to be no de-
fense against this kind of attack, short
of moving from magnetic cards to
payment tokens, which are more dif-
ficult to forge.

But trusting wechnology o much
can be dangerous. Norwegian banks
spent millions on smartcards, and are
now as publicly certain about their
computer security as their British col-
leagues. Yet despite the huge invest-
ment, there have been a number of
cases in Trondheim, Norway, where
stolen cards have been used without
the PIN having been leaked by the
user. The banks’ refusal to pay up will
probably lead to litigation, as in Brit-
ain, with the same risk to both bal-
ance sheets and reputations.

Where transaction processing sys-
tems are used directly by the public,
there are really two separate issues.
The first is the public-interest issue of
whether the burden of proof (and
thus the risk) falls on the customer or
on the system operator. If the cus-
tomer carries the risk, the operator
will have little short-term incentive to
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improve security, but in the longer
term, when innocent people are pros-
ecuted because of disputed transac-
tions, the public interest becomes
acute,

H, on the other hand, the system
operator carries the risk, as in the
United States, then the public-inter-
est 1ssue disappears, and security be-
comes a straightforward engineering
problem for the bank (and its insur-
ers and equipment suppliers). We
consider how this problem can be
tackled in the following sections.

Organizaticnal Aspects

First, a caveat: our research showed
that the organizational problems of
building and managing secure sys-
tems are so severe that they will frus-
trate any purely technical solution.

Many organizations have no com-
puter security team at all, and the rest
have tenuous arrangements, The in-
ternal audit department, for exam-
ple, will resist being given any line
management tasks, while the pro-
gramming staft dislike anyone whose
role seems to be making their job
more difficult. Security teams thus
tend to be “reorganized” regularly,
leading to a loss of continuity; a re-
cent study shows, for example, that
the average job tenure of computer
security managers in U.S. govern-
ment departments is only seven
months [13].

It should not be surprising that
many tirms get outside consultants to
do their security policy-making and
review tasks. However, this can be
dangerous, espedially if firms pick
these suppliers for an “air of certainty
and quality” rather than for their
technical credentials. For example,
there was a network of over 40 banks
in Asia that encrypted their PINsin a
completely insecure manner (using a
Caesar cipher) for five years, yetin all
this time not one of their auditors or
consultants raised the alarm. It is in-
teresting to note that, following a
wave of litigation, accountancy firms
are rewriting their audit contracts to
shift all responsibility for fraud con-
trol to their clients; but it remains to
be seen what effect this will have on
their security consulting business.

Much of the management debate,
however, is not about the consultancy



issue but
whether information security should
be centralized or not. A usetul paral-
lel here may be to compare train and
aircraft systems. Railways keep tight
central control; if the train driver falls

or facilioes management

asleep, or goes through a red hight,
the train stops automatically. In civil
aviation, on the other hand, the plot
remains in command, and progress
has not deskilled the job but made it
ever more complex and demanding.

Both the railway and airline mod-
els find reflections in current security
practice and rescarch, but the railway
model is dominant, due partly to the
historical dominance of mainframes,
and partly to the influence of govern-
ment secure computing  standards,
such as the U.S. Orange Book [23].

Some authors wrgue that the shift
o client-server architectures  will
force security systems to be decentral-
ized [8]. It may not be wise, however,
to take this to extremes. In many or-
ganizations, centralizaton is a cyclic
phenomenon; every so often, power
is devolved from the center in order
to create vigorous, autonomous busi-
ness units, and profits rise lor a while.
Eventually, directors become worried
that the business units are going in
diflerent there
even be a disaster i a maverick sub-
sidiary; either way, the head office

directions, or may

decides to reassert its authority [19].
This can cause problems. Whether
an organization has a centralized se-
curity team or devolves the responsi-
bility to line management, it can take
many years for a security capability to
mature and become eflective. Conti-
nuity matters; and we do not really
understand how to maintain effective
control in an organization whose
structure is constantly changing.

The Problems with Security
Products

We tound that almost all atacks on
banking systems involved blunders,
insider involvement, or both. High-
tech attacks were rare, and the two
that did occur were possible because
i one case PINs were sent in an obvi-
ous manner, and in the other the au-
thorization responses were; so these
can be seen as the cffect of the ab-
sence ol security rather than some
particular problem with it.

However, high-tech threats were
the ones that most exercised the cryp-
tographic equipment industry, and
the ones that their products were
explicitly designed 1o prevent. But
these products are often so difficult to
integrate into larger systems that they
can contribute  significantly to the
blunders that caused the actual losses.

The same turns out to apply to
cl:
Air Force survey revealed that poor

ssified systems, too. A recent ULS.

implementation is their main security
problem: although a number of sys-
tems employ “trusted” components,
there are few, il any, fielded systems
that use them effecuvely. In fact, they
olten had a negative ellect, as they
fostered  complacency; and the as-
sumption that programmers would
be careless was sell-fullilling. The
National Security Agency has also
recently admitted that most security
failures in its arca of interest occur at
the level of implementation  detail
[22]. Thus, although the gory details

remain classified, it is clear that om
findings are just as relevant 1o mili-
tary systems as to hanking networks.

This should worry policvmakers,
as government standards such as the
Orange Book have directed vast sums
of both public and private investment
toward  developing  the
“trusted” products. Ouwr rvesults sug-
gest this effort has been misguided,
and has misled people into neglecting
the more important problem of how
cryptographic and other sccurity fea-
tures are embedded in real systems.
argue
that skill in cryptology 1s rare, being

pool ol

Equipment  vendors may
restricted Lo universities, governnient
laboratories, and their own design
labs; and that this skill shortage en-
sures that cryptographic know-how
will have to be brought to market
the form of products. There may be
some truth i this point of view, and
many companies and  government
departments will in any case buy
whatever products are recommended
by the appropriate authority. How-
ever, because they lack skills at secu-
rity integration and  management,
they will go on to build systems with
“holes.”

This 1s a lailure of the cerubicaton
process. One would not think highly
ofan inspector who certified the Boe-

g 747 or e Sukhor Su-26 for use as
a basic tramer, as these aircraft take o
fair amount of skill o fly. The avia-
tion community understands  this,
and formalizes it through a hicrarchy
of licenses—Irom the private pilot’s
license for beginners, through vari-
ous commercial grades, to the airline
license, which is a legal requirement
for the captain of any scheduled pas-
senger thght

I'he world of computer security
has not vet caught up. Given that
most managers and stafl’ cannot be

assumed 1o have any  specialized
knowledge at all, security products
should only be certified if they we
simple enough for ordimary technical
staft to use.

Alreralt engineers are alse aware
that accidents usually have muluple
causes,  while  sccurity rescarchers
tend to use threat and risk models in
which only one thing goes wrong at a
time. Yet in the large majority ol
AT'M frauds, the cause was a combi-
nation: carelessness by isiders plus
an opportunist attack by ousiders (o
by other isiders).

How can we cope with the realiny
ol unskilled mmplementers and multi-
ple threatsr One line ol attack is to iy
to make security systems robust. This
might mean that they can wlerate
minor errors in system design, imple-
mentation, and operation with no
al worsl—a

loss of security, or with
gracelul  degradation:  aliernatively,
we might try to design the compo-
nents so they cannot be fitted to-
gether in unsafe ways. Robustness
may be the most important problem
in security: yet there has been very lit-
tle research done on this topic.

The Nature of Robustness
Robustness  principles are  familia
enough i other engineering disci-
plines: their essence is to prefer a so-
lution that may be slightly less than
optimal, but that provides some ben-
efit such as reducing design or opera-
tional complexity, facilitaung analy-
sis,  providing  resilience  against
minor errors in design and opera-
ton, and  providing  redundanc
against component failure.
However, the exact flavor ol ro-
bustness varies from one engimeering

disciphine to another. Bridge builders
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know that most likely faults, such as a
poor bhatch of steel, contaminated
concrete, or uneven weathering, have
the effect of slightly reducing the
breaking strain of the structure; so
the usual rule is to design a bridge so
that its theoretical breaking strain
with optimal materials is six times
what is required, and to proof test
samples of the actual materials used
to three times the needed strength.

Aircraft engineers, on the other
hand, know that many accidents are
caused by the failure of critical com-
ponents, and make extensive use of
redundancy; with very critcal func-
tions, this may extend to design di-
versity. When flying in clouds, pilots
need to know which way is up, and so
a modern airliner typically has two
attitude indicators driven by electri-
cally powered gyro platforms. If these
both fail at once, there is a 1950s-era
technology artificial horizon with
pneumatically driven gyros, and a
1920s vintage turn-and-slip indicator
driven by a battery.

But neither overdesign nor redun-
dancy is adequate for secure compu-
tational systems. Just doing more
rounds of a bad encryption algo-
rithm, or using a number of weak al-
gorithms one after another, will not
necessarily produce a strong one; and
unthinking use of redundancy in
computer systems can be dangerous,
as resilience can mask faults that
would otherwise be found and fixed.

Our work on ATM systems there-
fore inspired us to look for an orga-
nizing principle for robustness prop-
erties in computer security systems.
The key insights came from the high-
tech end of the business—from
studying authentication protocols
and the ways in which cryptographic
algorithms interact (see the sidebar
“No Silver Bullet”).

These results suggest that explicit-
ness should be the organizing princi-
ple for security robustness. Crypto-
graphic algorithms interact in ways
that break security when their de-
signers do not specify the required
properties explicitly; and protocol
failures occur because naming, fresh-
ness, and chaining properties are as-
sumed implicitly to hold between two
parties.

The importance of explicitness is

confirmed in the field of operating
systemns security by a recent report
that shows implicit information prob-
lems were one of the main causes of
failure there, and that most of the
others were due to obvious require-
ments not being explicitly checked [17].

However, just saying that every
securfty property must be made ex-
plicit is not a solution to the practical
problem of building robust systems.
The more aspects of any system are
made explicit, the more information
its designer has to deal with; and this
applies not only to designing systems,
but to evaluating them as well. Can
our explicitness principle  ever
amount to more than a warning that
all a system's assumptions must be
examined very carefully?

There are two possible ways for-
ward. The first is to look for ways in
which a system that has a certain set
of relationships checked explicitly can
be shown using formal methods to
possess some desirable security prop-
erty. This may be a good way to deal
with compact subsystems such as au-
thentication protocols; and lists of the
relevant relationships have been pro-
posed [1].

The other, and more general, ap-

proach is to try to integrate security
with software engineering. Data-
dependency analysis is already start-
ing to be used in the security world:
* A typical difficult problem is iden-
ufying which objects in a system
have security significance. As we
saw previously, frauds have taken
place because banks failed 1o realize
that an address change was a secu-
rity event; and evaluating the signif-
icance of all the objects in a distrib-
uted operating system is a
Herculean task, which involves trac-
ing dependencies explicitly. Auto-
mated tools are now being con-
structed to do this [11};
* Another difficult problem is that
of verifying whether an authentica-
tion protocol is correct. This prob-
lem can be tackled by formal meth-
ods; the best-known technique
involves tracing an object’s depen-
dencies on crypto keys and fresh-
ness information [9], and has been
used to verify transaction processing
applications as well [2].

However, we cannot expect to find

38 November 1994/Vol.37, No.ll COMMUNICATIONS OF THE ACM

a “silver bullet” here cither. This 1s
because many of the more subtle and
difficult mistakes occur where as-
sumptions about security properties
fail at the interface between different
levels (e.g., algorithm-protocol or
protocol-operating system) [6]. Thus
when we decompose our system into
modules, we must be very careful to
ensure that all our assumptions about
possible interactions have been made
explicit and considered carefully.

Explicitness and Software
Engineering

Robustness as explicitness fits in well
with the general principles of soft-
warc engineering but may quUirﬁ
some changes in its practice. A recent
study shows that for many years the
techniques used by system builders to
anage Security requirements, as-
sumptions, and dependencies have
lagged a generation behind the state
of the art [5].

An even more elementary problem
concerns the mechanisms by which
security goals are established. Many
software engineering methodologies
since the waterfall model have dis-
pensed with the traditional require-
ment that a plain-language “concept
of operations” should be agreed
upon before any detailed specifica-
tion work is undertaken. This is illus-
trated by our work on ATMs,

ATM security involves several con-
flicting goals, including controlling
internal and external fraud, and arbi-
trating disputes fairly. This was not
understood in the 1970s; people built
systems with the security technology
they had available, rather than from
any clear idea of what they were try-
ing to do. In some countries they ig-
nored the need for arbitration alto-
gether, with expensive consequences,
This underlines the particular impor-
tance of making security goals ex-
plicit, where a concept of operations
can be a great help; it might have fo-
cused ATM designers’ attention on
the practicalities of dispute resolution.

Finally, it may be helpful to com-
pare secure systems with safety criti-
cal systems. They are known to be re-
lated: while the former must do at
most X, the latter must do at least X,
and there is a growing realization
that many of the techniques and even



components from one discipline can
be re-used in the other. Let us extend
this reladonship to the methodologi-
cal level and have a look at good de-
sign practice. A leading software
safety expert has summed this up in
four principles [20]:

¢ The specification should list all
possible failure modes of the sys-
tern. This should include every sub-
stantially new accident or incident
that has ever been reported and
that is relevant to the equipment
being specified.

¢ It should explain what strategy
has been adopted to prevent each
of these failure modes, or at least
make them acceptably unlikely.

¢ [t should then spell out how each
of these strategies is implemented,
including the consequences when
each single component fails. This
explanation must cover not only
technical factors, but training and
management issues too. If the pro-
cedure when an engine fails is to
continue flying with the other en-
gine, then what skills does a pilot
need to do this, and what are the
procedures whereby these skills are
acquired, kept current, and tested?
® The certification program must
include a review by independent
experts, and test whether the equip-
ment can in fact be operated by
people with the stated level of skill
and experience. It must also in-
clude a monitoring program
whereby all incidents are reported
to both the equipment manufac-
turer and the certification body.

This structure ties in neatly with
our findings, and gives us a practical
paradigm for producing a robust,
explicit security design in a real proj-
ect. It also shows that the TCSEC
program has a long way to go. As we
mentioned earlier, so far no one
seems to have attempted even the
first stage of the safety engineering
process for cryptographic systems.
We hope that this article will contrib-
ute to closing the gap, and to bring-
ing security engineering up to the
standards already achieved by the
safety-critical systems community.

Conclusions
Designers of cryptographic systems

have suffered from a lack of teedback
about how their products fail in prac-
tice, as opposed to how they might
fail in theory. This has led to a false
threat model being accepted; design-
ers focused on what could possibly go
wrong, rather than on what was likely
to, and many of their products ended
up being so complex and tricky to
use, they caused implementation
blunders that led to security failures.

Almost all security failures are in
fact due to implementation and man-
agement errors. One specific conse-
quence has been a spate of ATM
fraud, which has not only caused fi-
nancial losses, but has also caused sev-
eral wrongful prosecutions and at
least one miscarriage of justice. There
have also been military consequences,
which have now been admitted (al-

No Sjlver Bullet

though the details remain classified).

Our work also shows that compo-
nent-level certification, as embodied
in the TGSEC program, is unlikely to
achieve its stated goals. This, too, has
been admitted indirectly by the mili-
tary; and we would recommend that
future security standards take much
more account of the environments in
which the components are to be used,
and especially the system and human
faciors.

Most interesting of all, however, is
the lesson that the bulk of the com-
puter security research and develop-
ment budget is expended on activities
that are of marginal relevance to real
needs. The real problem is how to
build robust security systems, and a
number of recent research ideas are
providing insights into how this can

cation protocols. These protocols are short sequences of messages

'here has been a surge of recent interest in building robust authenti-

that are used for automated crypto key distribution in distributed sys-
tems, and are surprisingly hard to get right (in the sense that there are no
possible message modification attacks). Mistakes have been found in some of
them more than a decade after they were first published [11.

During 1993, three papers were published in which the authors indepen-
dently proposed robustness as a solution. The basic idea is that since attacks
on protocols depend on missing information, one could prevent them by in-
cluding everything relevant, including the sender and recipient of each mes-
sage [12], the context 161, and a hash of the previous message step [25].

Each of these proposals only addresses part of the probliem, and none of
them Is adequate on its own: protocol failures are known which result from
the lack of hame, or Of freshness, or of context information within the security
envelope [11. But putting them together and insisting on all these variables
being made explicit in each message appears to solve the global robustness

problem—at least for simple protocols.

This combined approach had actually been adopted in 1991 for a banking
appllcation 121, In which attacks on the payment protocols are prevented by
making each message start with the sender’'s name, and then encrypting it
under a key that contains a hash of the previous message. These techniques
were not tried as an experiment In robustness, but to facliitate formal verification.

Another reason to believe that explicitness should be the organizing princi-
ple for robust security comes from studying how cryptographic algorithms
interact. Researchers have asked, for example, what sort of properties we
need from a hash function in order to use it with 2 given signature scheme,
and a number of necessary conditions have been found. This led us to ask
whether there Is any single property that is sufficient to prevent all dangerous
interactions. We recently showed that the answer is probably no (4l

What this means is that in cryptology, as in software engineering, we cannot
expect to find a “sliver bullet” [7]; there can be no general property that pre-
vents two algorithms from Interacting and that Is likely to be of any practical
use. In most real situations, however, we can explicitly specify the properties
we need: typical properties might be that a function fis correlation-free lwe
can't find x and y such that £x) and Ay agree in too many blts] or muitiplica-
tion-free iwe can't find x, ¥, and z such that fOOf(y = fl
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Securing

be achieved. The fundamental orga-
nizing principle for security robust
ness properties appears to be explicit
ness.

Robust security designs are those
that make their assumpuons explicit,
and so the design methodology must
force the team to examine its assump-
tions in a systematic and careful man-
ner. This has been shown to be cen-
tral in the design of cryptographic
algorithms, authentication protocols,
and secure operating systems; it is no
less important at the application
level, where the relevant explicitness
properties appear to fit well with ex-
perience accumulated in the safety-
critical systems community.

Above all, must be  explicn
about what security goals we are try-
ing to achieve. Security is not a simple

we

Boolean predicate; it concerns how
well a system performs certain func-
tions. Indeed, there i1s a sense n
which there are no “secure” systems
at all; there are merely computer sys-
tems whose goals include beating for
eign armies, preventing [raud, o
winning lawsuits. If these goals are
not made explicit, they are unhkely to
be achieved. 3
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