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An Experimental Evaluation of Robustness of
Networks

Hyoungshick Kim and Ross Anderson

Abstract—Models of conflict in networks provide insights into
applications from epidemiology to guerilla warfare. Barabási,
Albert and Jeong modelled selective attacks on networks in which
an attacker targets high-order nodes to destroy connectivity;
Nagaraja and Anderson extended this to iterated attacks where
the attacker and defender take turns to remove and rebuild
nodes and edges according to given strategies. We extend the
iterative model by introducing the cost required to perform
network operations. This gives much finer granularity than
previous models, whether we are interested in network resilience
against random failures or intentional attacks. We empirically
study how to design more effective attacks and/or defenses
through intensive simulation on several well-known network
topologies including the three real-world networks. In particular,
an effective defence against many attacks is to add new links
connecting low-centrality nodes to maintain the overall balance
of network centrality.

Index Terms—Network Robustness; Network Resilience; Iter-
ative Attacks and Defenses

I. INTRODUCTION

Many important phenomena depend on networks, from
social interactions between people to explicit networks such
as the Internet and supply chains. Recent advances in the
theory of networks have provided us with mathematical and
computational tools to understand them better [1], [2]. Often
the topology of a network has distinctive features, such as
vertex order distribution, clustering and characteristic path
lengths, which can be explained in terms of its evolution
and which in turn explain some aspects of its behaviour. For
example, networks that grow by preferential attachment may
acquire a power-law distribution of vertex order that in turn
makes them robust against random node failures — yet this
distribution also makes them vulnerable to attacks targeted
on high-degree nodes. Insights like this can inform activities
from epidemiology to policing. Doctors may first vaccinate
those individuals who are likely to come into contact with most
others, while police forces tackle criminal gangs by placing the
most highly connected criminals under arrest or surveillance.
They also apply to technological networks such as the Internet,
the electrical power grid and transportation networks; these
are also robust to random failures but vulnerable to targeted
attacks [3].

Network failure models are not limited to the one-shot
case. When an attack occurs, a defender tries to minimize
the damage by deploying new resources, while the attacker
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may then follow through by causing further damage. In other
words, we need to consider dynamic interaction between an
attacker and a defender over multiple periods. Nagaraja and
Anderson developed a framework to explore iterated “attack”
and “defense” operations: an attacker removes ka nodes from
a network at each attack round, and a defender adds kd nodes
to the network at each defense round. The attacker’s aim
is to decrease network connectivity or efficiency, which can
be measured as the size of the largest connected component
or the average shortest path length in the network, while
the defender’s aim is the opposite [4]. This models how a
network will likely evolve under continuous attack, based
on evolutionary game theory [5]. It enables us to investigate
what sort of attack and defence strategies might prevail in
counterrevolutionary warfare: a conflict in which peacekeepers
identify and arrest rebel ring leaders, while the rebels con-
stantly recruit and reorganise themselves. However, Nagaraja
and Anderson’s work has two limitations: (1) it does not model
the costs of creating new nodes and edges realistically, as the
defender is allowed to create a fixed number of new nodes at
each round plus an arbitrary number of edges. In practice the
cost of establishing edges is not zero, so it would be preferable
to enable the defender to allocate his budget to nodes and
edges with some fixed marginal cost of substitution (2) their
experimental results were limited to a single scenario, namely
a Barabási-Albert scale-free network consisting of 400 nodes
with most of the experiments involving ka = kd = 10 and a
few dozen rounds.

We extend their work into a more generalized model: While
Nagaraja and Anderson simply assumed a newly recruited
node could form the right number of new connections to
pursue any given defense strategy, we vary the budgets to
limit newly added nodes and their connections. We note that to
make a network highly robust against node removal attacks,
a simple strategy is just to increase its network density. In
this paper, we seek to answer a simple question: “How much
does a connection cost?” We want a quantitative understanding
of the correlation between network density and resilience to
random failures or attacks as well as insight into the evolution
of networks by iterative growth and shrinkage processes.

We therefore empirically analyse the effects of at-
tack/defense strategies with more realistic budgets on well-
known network topologies: two Erdős-Rényi random graphs,
two Barabási-Albert scale free networks [6], two Chord
networks [7], two Hypergrid graphs [8], a Transit-Stub
graphs [9], a Watts-Strogatz small world network [10], a
Content-Addressable network [11], a PRU network [12], and
the three real-world networks [13], [14], [15].
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Our experimental results show that the strategy of connect-
ing low centrality nodes produces the best overall performance
for maintaining network connectivity for a given budget. Also,
even simple defense strategies (e.g. adding nodes and their
connections randomly) can be effective enough to fight against
sophisticated attacks (e.g. removing nodes with high centrality
in high priority) if we can increase the number of connections
per node past a certain threshold.

II. RELATED WORK

Albert, Jeong and Barabási [3] showed that attacks targeted
on high-degree nodes in scale-free networks are much more
effective than random attacks; the size of the largest connected
component is rapidly reduced. This is because scale-free
networks get much of their connectivity from few nodes of
high degree. It is hard to remove enough of those hub nodes
in a random attack, but if they are targeted deliberately, then
connectivity decreases dramatically. Holme and others [16] got
similar experimental results by doing such attacks on edges,
and also suggested using centrality as an alternative to degree
for targeting. Zhao and others [17] studied the circumstances
under which a scale-free network suffers cascading breakdown
caused by the successive failures of hub nodes.

Nagaraja and Anderson [4] extended this by introducing
a framework from evolutionary game theory to explore the
effectiveness of iterated attack and defense operations. They
showed that a defender can make a network resilient to attacks
by replacing highly connected nodes with cliques — small
groups of vertices that are fully connected to each other and
which share the outgoing edges that previously went to a
single highly-connected node. This strategy, however, requires
the modification of the existing connections in a network and
may have high implementation costs if adding an extra edge
is expensive. Clique-based defense strategies are likely to be
nontrivial in some environments such as wired networks.

Recently, Domingo-Ferrer has been extending Nagaraja and
Anderson’s model to weighted and directed networks [18]. He
also found that the costs of attacks/defenses were not clearly
defined in [4] and discussed the economic aspects of the
attack and defense strategies by considering the cost of node
destruction/replenishment. However, it is hard to evaluate the
usefulness of the estimated cost functions; as already noted,
the cost of rewiring edges is usually not zero. We therefore set
out to refine the iterated attack / defense model to take account
of the cost of edges added or changed as well as the number
of nodes added during the defense phase. We also extended
the modelling to a much larger range of graph topologies.

III. MODEL

Our framework can formally be represented as a game on
a graph G by iterating “attack” and “defense” operations for
a certain number of rounds. Here an attacker’s objective is to
maximize disruption to the network while a defender tries to
minimize it.

Each round consists of an attack phase followed by a
defense phase. In an attack phase, an attacker picks the existing
ka nodes from the graph G according to her attack strategy and

then removes the selected nodes and their associated edges.
In a defense phase, a defender creates kd new nodes and then
adds them by sequentially connecting a new node v with m
edges to m different nodes already present in G according
to his strategy. Unlike Nagaraja and Anderson’s model, we
do not allow the defender to rewire the existing edges in the
graph G — this may be expensive compared to establishing
new edges in some real environments such as wired networks
since an edge rewiring operation can actually be treated as
a combination of destroying existing edges and establishing
new edges. We assume that the defender has no knowledge of
which nodes and their connections are disappeared (otherwise
the best strategy may be to restore the last status of the network
when ka = kd).

In order to measure the effectiveness of attacks and de-
fenses, we use the size of the largest connected component
after a certain number of rounds as the metric, as other authors
in this field have done.

A. Attack strategies
An attack strategy is a strategy (an algorithm) to select ka

nodes to be removed from a graph G = (V,E) in an attack
phase. We here assume ka is a constant. We consider the
following three strategies:

1) Random removal: Pick a node randomly from G and
remove it and its associated edges. Repeat this process
ka times.
• This strategy is very simple and efficient: An at-

tacker does not need any knowledge of the network
topology. The total running time is O(d(G)) if we
ignore the cost of random selection where d(G) is
the average node degree in the graph G.

2) High-degree removal: Pick the highest-degree node from
G and remove it and its associated edges. Repeat this
process ka times.
• This strategy requires global knowledge of the node

degree. The total running time is O(|V | log |V |)
since the nodes are sorted in decreasing order with
respect to their degree.

3) High-centrality removal: Pick the highest-betweenness
centrality node from G and remove it and its associated
edges. Repeat this process ka times. Here, we only
consider betweenness centrality since this is known to
be more related to network connectivity than closeness
or eigenvector centrality. Betweenness centrality b(u) is
calculated for a node u as the proportion of shortest
paths between all node pairs in the network that pass
through u:

b(u) =
1

(|V | − 1) · (|V | − 2)

∑
s 6=u,t6=u∈V

σs,t(u)

σs,t
(1)

where σs,t is the total number of shortest paths from
source node s to destination node t, and σs,t(u) is
the number of shortest paths from source node s to
destination node t which actually pass through node u.
• This strategy requires knowledge of the network

topology and has total running time O(|V | · |E| +
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|V | log |V |) (the nodes are sorted in decreasing
order with respect to their betweenness centrality
which can be computed in O(|V | · |E|) time [19].)

We use Arandom, Adegree, and Acentral to denote random
removal, high-degree removal, and high-centrality removal
attack strategies, respectively. We note that all of these attack
strategies remove the same number of ka nodes at every round
if the remaining nodes of the graph G is greater than or equal
to ka.

B. Defense strategies

A defense strategy is a strategy (algorithm) to connect kd
newly recruited nodes to the existing nodes in a graph G =
(V,E) in a defense phase. We here assume kd is a constant.
A new node v is connected with m new edges to m different
nodes. We consider the following three strategies:

1) Random replenishment: Create a new node and add it to
G such that the node is connected with m new edges to
m randomly selected different nodes. Repeat this process
kd times.
• This strategy requires no knowledge of the network

topology. The total running time is O(m) if we
ignore the cost of random selection.

2) Preferential replenishment: Create a new node and add
it to G such that the node is connected with m new
edges to m different nodes with probability proportional
to their degree (i.e. the node is connected to an existing
node u with the probability p(u) = d(u)/

∑
v∈V d(v)

where d(u) is the node u’s degree in G). Repeat this
process kd times.
• This strategy requires knowledge of the node de-

gree. The total running time is O(|V |) if we ignore
the cost of random selection.

3) Balanced replenishment: Create a new node and add
it to G such that the node is connected with m new
edges to m different nodes with probability inversely
proportional to their betweenness centrality (i.e. the node
is connected to an existing node u with the probability
p(u) = (b(u) + ε)

−1
/
∑

v∈V (b(v) + ε)
−1 where b(u)

is the node u’s betweenness centrality in G and ε is a
very small constant to prevent division by zero). Repeat
this process kd times.
• This strategy requires knowledge of the network

topology. The total running time is O(|V | · |E|) if
we ignore the cost of random selection.

We use Drandom, Dprefer, and Dbalance to denote random
replenishment, preferential replenishment, and balanced re-
plenishment defense strategies, respectively. We note that all
of these defense strategies add the same numbers of kd nodes
and m · kd edges at every round.

IV. THE NECESSARY NETWORK DENSITY FOR ROBUST
NETWORKS

A fundamental question is whether we can make a network
resilient against node failures or attacks by just increasing the
number of edges.If a graph has too few edges, it is necessarily

disconnected. As a network becomes better connected so
its robustness will in general increase. And when providing
network robustness we want to know the optimal edge budgets
for newly recruited nodes.

To get an insight into this problem, we generated Erdős-
Rényi random graphs by varying the parameters (from 300
to 1,500 for the number of nodes n and from 0 to 5 for the
average node degree d(G)) and found the largest connected
component in each graph. We repeated this 100 times for each
tuple (n, d(G)) and computed the average size of the largest
connected components over the sample. Figure 1 demonstrates
the fraction of nodes remaining in the largest connected
component with d(G).

Fig. 1. The average size of the largest connected components over Erdős-
Rényi random graphs. With each pair of node size (from 300 to 1,500) and
average degree (from 0 to 5) we generate 100 random graphs and compute
the average size of the largest connected components over these graphs. All
decay rates of the largest connected component in random graphs increases
dramatically at d(G) = 2.

The decay rates of the largest connected components in
all Erdős-Rényi random graphs show almost the same pattern
regardless of n. The curve has a gentle slope until d(G) = 2
then plunges towards 0 when d(G) < 2. As a selective attack
is at least as effective as random edge removal, we can always
expect a significant number of nodes to be disconnected from
the network if d(G) < 2. And when d(G) = 2, the largest
connected component in G has a tendency to form a tree-
like graph structure which can be easily decomposable or be
already reduced to a small component (see Figure 2).

(a) Tree-like structure (b) Small components

Fig. 2. Example graphs with n = 21 and d(G) = 2. The largest connected
component in the graph G has (a) a tree-like graph structure or is already
reduced to (b) a small component when d(G) = 2.

In Section V we will explore the relationship between
the size of the largest connected component and the average
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degree through intensive simulation results on various network
topologies.

V. SIMULATION RESULTS

Because of highly nonlinear characteristics of network
structures, it is very difficult to establish mathematical models
with a closed form solution. So, we use the simulation model
as an alternative to the theoretical model. We experimentally
tested the attack and defense strategies discussed in Sec-
tion III-A and III-B on three real-world and twelve synthetic
networks for evaluating the performance of the strategies as
follows:

1) Random graphs (G0.005
R , G0.01

R — we denote as Gx
R the

random graph with the linking probability x): Random
graphs are fundamental and useful for modelling prob-
lems in many applications.

2) Barabási-Albert scale free networks [6] (G2
BA, G

4
BA —

we denote as Gx
BA the Barabási-Albert network where

each new node is connected to x existing nodes): Scale-
free networks are abundant in nature and society, de-
scribing such diverse systems as the world wide web, the
web of human sexual contacts, or the chemical network
of a cell. Albert, Jeong and Barabási [3] showed that
scale-free networks are resistant to random failures but
vulnerable to targeted attacks since a few hubs dominate
their topology.

3) Chord networks [7] (G2
C , G

4
C — we denote as Gx

C the
Chord network where x is the minimum degree of each
node): Chord network is a typical structured peer-to-peer
overlay network. Chord network is simple and useful
to build a fault-tolerant and decentralized peer-to-peer
structure.

4) Hypergrid graphs [8] (G4
H , G

8
H — we denote as Gx

H

the Hypergrid network where x is the maximum degree
of each node): Hypergrid graph is built for peer-to-peer
systems by enforcing low graph diameter and fixed node
degree.

5) Transit-Stub graph [9] (GTS): The Transit-Stub model
is a hierarchical graph generation model that produces
graphs having a structure similar to the Internet.

6) Watts-Strogatz small world network [10] (G4,0.1
WS —

we denote as Gx,y
WS the Watts-Strogatz small world

network with the initial x neighbours and the linking
probability y): The Watts-Strogatz model is a random
graph generation model that produces graphs with small-
world properties, including short average path lengths
and high clustering.

7) Content-Addressable network [11] (GCA): Content-
Addressable network is designed for a distributed and
scalable peer-to-peer systems.

8) PRU network [12] (G50,12,2
PRU — we denote as Gx,y,z

PRU

the PRU network with the initial c nodes in cache, the
minimum degree y of nodes and the maximum degree z
of nodes): PRU networks are suggested by Pandurangan
et al. to produce graphs having a structure similar to the
unstructured P2P networks.

9) Email network [13] (GMAIL): The Email network is

obtained by collecting mutual email communication
interactions through email logs from a company.

10) Blog network [14] (GBLOG): The Blog network is
obtained by analysing the network structure of politi-
cal blogs published around of the time the 2004 US
Presidential election.

11) Airport network [15] (GAIR): The Airport network is
obtained by analysing routes between all the United
States airports in 2010.

The network topologies are shown in Figure 3.
We summarize the properties of the networks used in the

experiments in Table I. Given a graph G, let s(G) and d(G)
be the average shortest path length among all pairs of vertices
and the average degree, respectively. Network diameter is
the maximum distance between nodes in the network [20].
Network density is a normalized version of the average number
of neighbours, which indicates the overall level of interaction
between all nodes in a network [21].
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R (b) G0.01

R (c) G2
BA

(d) G4
BA (e) G2

C (f) G4
C
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H (h) G8

H (i) GTS

(j) G4,0.1
WS (k) GCA (l) G50,12,2

PRU

1404

766

894

1129 929

325

1018

411

965

854

1009

1421

1366

949

802

855

874 1146

1487

1411 1126

1130

1154

1093

1215

851

1008 1037

964

763

1274

871

1105

1290 1288

1159

892

1013

1150

1122

1123

1197

1268

898

955

1207

828

1356

1458

805

930

1271

1072

848

1190

1097

1469

83811 914

1175

1068

1429

1067

972 276

883

1232

900 1185

813 801

881

1148

1419

1083

1298

1460

1280

977

942

1305760

876

1338

1220

1210

13721026

1388

1080

13441199

13751472847

1322

1396 1323

38

1308

784 925

842

1167

1224

1165

1332

1302

859

846

213

983

1391

761

1119

225

184

1204

173

1203

1447

1100

1176

1314

643

1484

624

884

1448

1405

1160

1279

882 1403

958

1058

1057

831

1300

1219

1127

776

1265

1030

780

945

1017

182

666

984

1398

1136

1078

1341

1188

13218721254 144414411374792 971

988

1399 1172 803

1364

1000

1369

1251

1227

14021359

893

1218

843

904

963 779 934

966 1328

1061 1163

1092

778

1371

12211045

806

1239

937

865

1028

1088

1275

959

862

1010

1141

901

1071

940

1003

860

1383

1226

1420

1475

1192

12931455

1069

1412

981

916

10651436

946

814

1062

775

1408

1133

908

839

1426

1389

1244

772

1287

11081115

907

787

974

980

7671007

815

1036

1101

1164919

1053

1351

1414

1431

1471

1015

1346

1390

817

1384

1348

1082

774

1019

1354

771

1249

1077

1349

1340

1264

1379

975

870

1124

1310

1158

128

1196

1145

1029

799

632

1336

1297

1467

1304

523

1485

1490

1365

1064

1385

849

1087

1428

1234

1353

1084

1433

1090

1350

1102

1454

858

903

987

804

1316

954

1450

1468

951

1156

1259

1303

230

1267

1184

1005

926

696

827

1486

1442

833

1307

915

9601242

888

1367

1213

1006

1393

1178

1025

850

1273

1034

1262

1470

9311170

203

812

1434

1361

918

1446

1395

1134

1425

1162

982

873

1253

1211

1237 1255

1070

808

962

1171

518

1342

1368

1263

790

995

841

1240

913

119489912011301

1457

1489

989

869

796

1076

1205

1318

992

863

1474

868

1291

1377

1343

1281

1416

825

1415

920

889

1116

819

1206

1157

1183

821

682

820

76

744

794

284

1193

1046

252 740

689

655

269

502

59

44

471

17

530

401

597

527

88

659

93

19

560

241

180

55

431

16

417

449

1216

911

684

896

43

33

507

657

171

407

738

408

30

1089

237

152

506

198

700

717

603

52

212

1355

994

891

509

58

295

64

440

727 547

642

347

204 469

101

480

315

647

712

460

754

561

566

472

755

731

297

644

323 387

641

493

535

301

574 467

743

35

405

278

187

89

218

501

711

600345

461

190

303

1109

32

179

185

9

505

84

142

583

861

538

1212

296

80

499

967788

10861286

1180

393316

714

585

2

441

399 634

495

579

154

115

189

349

117

562

377

631

150756

741

514

483

468

519

619

479

170

676

14

211

390

151

46

524

317 172 100

688

219 620

389

167

56

394

669

729

31

615

21

610

132

253

113

223

567

563

238

13

68

181

191

612

573 432

396

40

693

90

288

418

587 22

559

208

720

81

1331

352

912

890

370

327

490

442

119

1417

1326

1473

1063

1478

1155

1315

840

1042

1378

978

1169

875

1198

1319

1440

1186

887

1060

1261

1075

1023

1079

474

970

11

1208

834

910

800

1014

1247

1397

1481

939

1260

864

991

1252

1373

1114

11281144

768 1149

961

1246

1362

1031

1256

1257

1020

1409

947

1250

1317

10511209

935

1427

12231476

1329

1392

1430927

1461

1435

1337

1360

824

932

943

1236

838

782

857

312 837

1200

1413

938 1113

1266

1044

500

1139

1335

968

791

1276

765

539

1152

1004

1179

1325

1401

818

1095

1168

14491445

1438

1282

1096

1387

1423

1238

1038

1456

1406

9961432

1024 1106

1422

9221334

822993

1049

895 1295

1357

897

1052

1345

1296 944 1202 773

1258

1104

1407

886

1021

1463

9791381

1394

1085

1140

1001

679477

249

438

836

136

1117

332 588

1439 602 798 936

515

406

1382

7931451

1278

1309

1121

145912451270

885

7641277

1437

856

1482

1081781

1047

1313835

1191

1177

990

1195

777

1161

1222 1055

1048

973

1041

807

941

1166

852

909

826

810

1112

878 1479

1330 1418

1153

1125

1103

956

1306

762

1135880

1091953

1187

1217

952

816

1352

829

786

830

921

1333

879

1410 1231

998

1040

1214

950

1269 1339

823

10541320 933

215

308

133

400 690

654

382

701

437

397

705 255

354

732

364 62

26

380

92

646 34

415

749

614

129

105

104

272

674

616

235

291

7

622

321

314

244

757

47

356

1477

293

747

691

78

416

121

381

504421328

683

653

41

553

686

355

496

353

439

513

77

716

338 625

554

1189

470

1225

110

69

450

388

601

158

487

403

436

145

596

326

492

577

589

259

662

361

410

224

257402

699

446

378

82

335

256

640

140

703

736

229

604

645 15

282

137

168

1131

248

590

735

517

422

87

503

165

73

79

532 289

313 443

300

186

243

481

451

452

648

344

649

217

283

555

598

96

448

420

671

548

45

194

262

290

525

309

175373

98

584

239

542

681

311

275

1380

739

549466

149

428

95

1488

103

713

578

379

292

521

651

37

429

404

667

188

279

384

367

245

310

494

708

1182

216

536374

159

85

465

102233

702

694568

28

268

652

70

8

350

391

264

409

39

637

551 1229

550

617

125

157267

635

605

809

475

281

207

106

329

86

331

722

163

274

358

66

491

220

273

626

123

166

365

368

141

42

544

508

192

138

36

685

737

114

1

453

178

210

677

209

351

498

156

660

160

177

109

75

726

623

155

7299

618

66423

144434

202

512

675570591

575

118

489

27

484

24650

18

687363

454

564

556

20

444

307

205

298

725

10

130

721

5

414

1074

709 357

1099

426

718

67

540

462

107

797

385

613

541

537

287

246

1289

609

621

65

661

341

318

97

200

337

371

124

383

299

227

29

572

162

516

445

628

360

488

222

704

595

193

6

543

392

534

497

116

670

362 680

580

730

668

758

201

51

1233

12

340

745

424

280

143

250

419

147

427

277

333

715

305

53

511

127

847

929

620

1241

1151

74898

1100

1771

1206

1588

541

1830

1315

1268

445

1809

663

23

22

17

277

15951791

1174

784

919 13

923

654

425

17621736

1455

1300

1687

405

775

764

348

282

1652

1734

1181

68

47

279

230

1271

804

1236

1305

826

793

794

1307

1429

20

854

116

796 838

1131

1739

1262

922

840

781

205

1132

1489

1190

1102

827

720

823

805

440

726

819

402

464

803

1194

542

1467

1753

1325

1129

820

66

724

70 1716 264

45

16371728

1234

1345

421

316

837

1714

1235

1197

1715

1713

864

1203

1302

1543

4031411 15331111

1496

1231

1837

1339

1831

1376334

998

1390

1068

978

989

610 145

435 1320

1613

940

239 311

877

1403

648

1437

14858751372

5851480

1824

1216

366

1585

1388

6761232

58

673

1583 821

1306

501

857

792

846

1855705

1724

704

1288

1805

1357

1077

1119

1747

1076283

863

646

786

643

533

370

558

454

912

1726

833

1731

1126

413

1745

1854

1856

789

730

961

479

1443

1384

1330

519

1179

1087

1079

1770

1784

1849 1793

1772

1817

249

1815

1511

1801

1842

1089

1781

1796

1778

1310

836

817

860

1609

862

67

1746

1266

859

1634

458

816

604 1146

1743

17331672

369

1545

1057

1387

1476

1030

1544

308

1601

1422

1290

851

1130 1608

297

372

1494

835

1846

10

115

465

16

557

1505

818

122

684

242

1643

152

855

236

712

696

51

31

427

1207

1536

1742

384

602

1009

294

484

1622865

1732

689

743

1040

1165

185

312

1323

949 1718 849

1447

1254 1228

1593

1557

447

1346

1186

1217

1528509

600

1683

1514

679 1383

483174

1451

806

977

1481

1121

1720

1145

814

568

787

951

1570

1048

830

1597

1247

800

529

267

1660

567

475

1466

94

1537

1354

647

91

1677

844 482

11

365

302

1349

1684

104

71

231

65

1587

1192

645

1665

1370

1034

1446

1607

564

1729

788

398

104621

1590

562

834

273

1721

12

1659

8

309

24

19

550

374

1798

559 1722

227

1144

1416

113

573

1284

1774

596

829

1819

614

269

505

1265

1574

1539

2

27

1690

1095

1604

232

1780

1527

1579278

1813

284

1263

1710

680

79

1060

1816 347

1260

1360

746

1295

33

1615

263

703

1827

121

1058

1678

737

352

979

118

627

1424

867

346

357

1439

608

555

1719

65720872

129 216

1257

1225

590

1108

1561

442

131

1050

1646

1804

761

473

744

755941

467

561

135

1452

1584

1567 748

565

450

527

63

388

382

1706 416

1019

1508

1309

87

1409

1701

697

890

9

1195

888

763

157

245

62

1078

670

1529

1128

822

690

340

779333

281

642

535

1023

603

1392

774

869

139

1041

1104

434

1655

1711

136

513

1143

937

1358

756

638

225257

13371453

990

1113

1049

913

765

164516111752

526

1101

918 1426 1438

1810

1054

959

89

1523

880

1091

1227 1548

161

214

285

943

399

992

1671

14351463

52 735

7893

967336

1072 517

85

1238

393

1775

1303

1242

617

272

56

1028

1136

1156 1018

1355

339

593

969

415

364

1157

892

955

15861154

878

1273698

3781175

1402

1520

290

256

625

966

752

163

536

313

914

812

1251

508

322

605

1374

1783

119

1417

1043

576

234

361

1617

502

262

988

872

1540 619 727

609

1664

899

534

1029

7091405478

691

879

142

1365

588

1008

1081

406

1075

917

30

1031

184

858

1313

1679

956

485

158

337

82

1322926

462

719

36

504 1823 1460

353 391 613

1628 1022

731

246258

711

381

206

300

1066179

112

686

994

117

1256560

11761517

1027

1277618 41

60

496

1406

1596

1828 1053

11429

127 1316

375

344

612373 204

1785

1700 250 1462

209

7781161

1522

1269

1312

1001 984

319

358

1385

1675

1172

868

177

423

83

1493

7061442

1088

1495

268

424

64

448

193

577

721

1688

1654

1044

1259417

155 1400

915

265

575

1204883

299

1431

433

1098

132

3

141

457

999

1249

572

1245

1789

219

386

1633

530

4611486

734

843

717 252

138

233

644

688

1461

551

9361191

349

907

1484

1541 1500

1356

1401

217

224

137

953

396

655

1497

218

635 623

1644

1629

1250

1298

1699

694

1836

173

315

1202

1515 1656

1230

1281

725

1267

870

34539

1404

1033460

14501004

335

187 901

693

1244 876

1430

1246

1504 1016

539

243

611

3311841

1818

1686

474

739

1808

1015

1787

1478

327 140

1769

682

933

1811

1314

76

677

1086

1708

1661

130

7

1641

1696

387

637

995

531

742

1632

1386

1425

1577

253

1340

1723

150

1272

1283

1398

1702

73

289

1193

1210

640

736 939

780

1506

1512

170

210

320

1483

1080

1704

1219

1084

962

468

873

1558

1348

1578

1663

1434

1581

1546

986

1025

1566

981

713

522

653

228

351

1074

48

1730

223

303

1479

1141

1705

1149

809

566

1065

598

35

414

1208

368

1166

1397

1341

1475

1248

101

589

852

96

159

493 1848871

1229

1681

1137

255

1569

1501

1152

1063

1464

920

180

900

1507

420

632 12791280

1599

1516

1735

1600

1445

134

1185

916

591 307

325

1361

1211

1212

1123

1122

5201776

1133

528

1555

1286

945 429

326

1794

1649

1580

431

1226

360

338

418848

538

323

446

897

1562

1676

516

178

658

1441

1800

1173

15351550624

738

1832

1740

1239

1415

1051

480

769

1510 437

1326

57

546 524

1806

1127

1833

191

1168

1118

1382

1375

160481

1682

1293

49

597

436

37

13281391

215

1021

1773 910

749

499

86

5491602

10941421

238

963

1626

908

791

1270

1047

226

1454

8821525

944

1007

587

540

1394

355

1689

927

1335

993

700

631

105

545

144

1803 710

162

1488

203

164

1782

594

1090

563

543

512

439

503 1642

456

1795

1414

201

128

750

213

34

649

1534

626

615

1082

189

874

1318 532

1324

371 428

903

510

133

1067

507622

669595

1189

1630 1456

32

379

964343

211

383

902

321

500

1200

12011264

1252

317

982

1353

476972

1359

296

1109

1631

1549

356 1258

1011

1799

766

970

149

293

126

1482 240

1413

1297

389

1350 108

354925

683

760

432

506

759123

75 489

947

237

997

716 548

169

452

1820

466

1835

1308

1826

99

1289

894

1440

143

1474 1321

1694

1518

1568

38 1221

801

1821

1737

287

498

53

1327

390

1319

651

1395

1120

782

100

455

259

1338

1709

1589

1163

1685

470

656

1006

681

976

1473

692

1575

120

1618

59

1650

1351

895

1802

1377

1085

909

1749

808

154

1563

771

1037

702

1243

1573

732

444

188

1224

156

1594

1576

667

813

98 757

254

1214

1542

983

1352

1139

1240

1112

715

181

1844

1171

1524

828

1368

1038

310

930

1847685

758

1807

1457

1843

14331822

579

266

251

1255

1162

1304718

494

10611106

1418

525

1420

1159

574

271

1035

1636

1428

40

911

674 196

1423

968

1521

665

14701000

176

1408

55

1362

1432

747

151

459

1738

1786

1287

207

1691

1292

881 975

671

841

753

1449

350

1180

1092

80

1336

1788

69

1032

1519

1410

50

1499

1170

1582

221

1695471

672

110

107

607

1134

537

1117

891

229

1662

1603

1237

1858

167

1073

491

592

1299

1610

1614

1698

1364

729

1834

628

1829

1378

10971458

1317

1107

810

449

1552

1012

662

630

960

850

88

487

773

974

553

106

1153

1619678

580

741

1110

521

43 1725

1621 1744

1005

1616

274

341

1167 1759

1779

1777

1768

1503

935

802

1707

921

1845

1741

971

1366

1148

1274

950

1651

4

1419

404

1099

286

518

1373

1138

118816351838

1767

1748

1703

220

1083

492

544

1764

1329

1347

606

552

938

687

1222

182

1790

1220

441

887

733

332

1526148

601

1839

1765

97

410

8391653

1547

15

866

815

831

153

14

861

6825

1465

832 81

1

392

171426

198 1477

172

463

92

146

330

722

241

1071

411

1564

795

1412

798

965

1399

783

1164

664

1150

824

1605

1363

1343

165

377

1648

168

661

928

948

1178

1024

397

701

634

957

102

973

660

714

1556 1275

1427

556

1612

1727

772

584

1285

1223

1177

342

1379

1036

329

1763

367

314

443

328

582

1182

306

1115

1282

1592

324

318

842

1591

1825

511

202

856

675

893

1814

768

633

1069

1673

183

889

569

1042

845

1155

(j) GMAIL (k) GBLOG (l) GAIR

Fig. 3. The Networks used in the experiments.

For our simulations, starting with an original graph G in
Figure 3, at each round (1) we remove ka nodes and their
adjacent edges following the attack strategy and then (2) we
add kd new nodes such that each of the added nodes is
connected with m new edges to m existing nodes. We set
m to be the nearest integer rounded from w · d(G) where
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|V | |E| Diameter Density d(G) s(G)
G0.005

R 584 929 13 0.005 3.182 5.786
G0.01

R 599 1,778 7 0.010 5.937 3.796
G2

BA 600 1,182 7 0.007 3.940 3.986
G4

BA 600 2,345 5 0.013 7.817 3.033
G2

C 600 1,200 150 0.007 4.000 75.376
G4

C 600 2,400 39 0.013 8.000 19.720
G4

H 600 1,099 11 0.006 3.663 7.318
G8

H 600 2,126 7 0.012 7.087 4.768
GTS 600 1,228 14 0.007 4.093 7.060
G4,0.1

WS 600 2,400 8 0.013 8.000 4.683
GCA 600 5,401 9 0.030 18.003 4.283
G50,12,2

PRU 600 1,245 7 0.007 4.143 4.075
GMAIL 1,133 10,903 8 0.009 9.622 3.606
GBLOGS 1,224 19,025 – 0.022 27.312 2.738
GAIR 1,574 28,236 – 0.014 21.874 3.115

TABLE I
THE PROPERTIES OF THE NETWORKS

w is the edge construction weight. These parameters are
summarized in Table II. The aim of the experiments is to
evaluate feasibility and usefulness of each strategy and to find
the optimal parameter values (e.g. w) of each strategy at the
same time.

Parameters Description
ka The number of the removed nodes in an attack phase
kd The number of the added nodes in a defense phase
w The edge construction weight

d(G) The average degree in a graph G

m
The number of the added edges per node in a defense
phase: Round(w · d(G))

TABLE II
SUMMARY OF PARAMETERS IN SIMULATION. WHEN ka = kd AND

w = 1.0, AN ATTACKER’S DAMAGE ABILITY IS APPROXIMATELY EQUAL
TO A DEFENDER’S REPAIR ABILITY IN TERMS OF THE NUMBER OF

CONNECTIONS.

With fixed ka, kd, and m, we can observe how the size of
the largest connected component and the average degree in a
graph evolve. For example, with ka = kd = 10 and w = 1.0,
Figure 4 shows how these values in G0.005

R are changed
under iterated attack and defense operations. The size of the
largest connected component in each round is normalized by
dividing by the size of the largest connected component in
the original graph. From this figure, we can see that Dbalance

only performed well against Adegree or Acentral: the size
of the largest connected component in the graph remained
unchanged during the 100 rounds against these attacks while
Drandom and Dprefer are not effective — within 40 rounds
the size of the largest connected component has fallen by a
half. Interestingly, there exists a relationship between the size
of the largest connected component and the average degree as
we discussed in Section IV: The size of the largest connected
component in G0.005

R started to drop dramatically when the
average degree of the network falls below 2.

In this paper, our research interest is finding the best attack
and defense strategies with varying ka, kd, and w rather than
observing how network connectivity evolves in a particular
network with fixed ka, kd, and w. Even if an attacker finds
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Fig. 4. Changes in the size of the largest connected component and the
average degree in G0.005

R over rounds. The first row graphs show the changes
in the size of the largest connected component and the second row graphs
show the changes in the average degree.

the ideal attack strategy for a given budget ka, a defender
may block this attack even with a naive defense strategy if
she can increase kd and/or w without limit. In this context, an
attacker’s goal should be interpreted to find an attack strategy
maximizing the defense costs (kd and/or w) while the defender
wishes to find a defense strategy minimizing them.

With the edge construction weight w ranging from 0.5 to
1.5, we first discuss the effects of w for each of the fifteen
graphs in Figure 3. To demonstrate this we fix ka = kd = 10
and analyse the size of the largest connected component and
the average degree in each graph after the 100th round. The
experimental results for each network are shown, respectively,
in Figure 5, 6, 7, 8, 9, 10, 11, 12, 13, 14, 15, 16, 17, 18,
and 19. The results for best attack and defense strategies with
w are summarized in Table III.
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(a) Arandom (b) Adegree (c) Acentral

Fig. 5. Random graph 1 with w: changes in the size of the largest connected
component in G0.005

R with w. In this figure, and in figures 6 through 16,
the first row graphs show the changes in the size of the largest connected
component and the second row graphs shows the changes in the average
degree.

From these figures, we can see Dbalance performed well
except for the case against Acentral in GTS (see Figure 13(c)).
When a defender uses Dbalance even with a small w ≤ 1.0,
most nodes in all networks except for GTS and G50,12,2

PRU re-
main connected to each other. However, Drandom and Dprefer

are not sufficiently effective against Adegree or Acentral in
many network topologies. For example, when w = 1.0, the
graph G0.005

R is totally disconnected if Drandom or Dprefer is
used against either Adegree or Acentral (see Figure 5(b) and
(c)). In fact, even when w = 1.5, there are not enough edges to
defend against Adegree (see Figure 5(b)). In particular, Dprefer
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(a) (b) (c) (d)

Fig. 20. Performing Acentral and Dbalance on GTS in the first round in the transit-stub graph. (a) The ten nodes (large circle) are selected to be removed
for Acentral. (b) The graph is totally disconnected after the first attack. (c) A new node and its connections are added by Dbalance. This node plays a role
as the node connecting different clusters. (d) The ten nodes and their connections are newly created after the first defense. However, many nodes are still
disconnected from the largest connected component (the above subnetwork) in the graph.
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Fig. 6. Random graph 2 with w: changes in the size of the largest connected
component in G0.01

R with w.
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Fig. 7. Scale-free graph 1 with w: changes in the size of the largest connected
component in G2

BA with w.
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(a) Arandom (b) Adegree (c) Acentral

Fig. 8. Scale free graph 2 with w: changes in the size of the largest connected
component in G4

BA with w.
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Fig. 9. Chord graph 1 with w: changes in the size of the largest connected
component in G2

C with w.
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Fig. 10. Chord graph 2 with w: changes in the size of the largest connected
component in G4

C with w.
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Fig. 11. Hypergraph 1 with w: changes in the size of the largest connected
component in G4

H with w.
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Fig. 12. Hypergraph 2 with w: changes in the size of the largest connected
component in G8

H with w.

0.5 0.7 0.9 1.1 1.3 1.5

0.2

0.6

1.0

Weight w

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

0.5 0.7 0.9 1.1 1.3 1.5

0.2

0.6

1.0

Weight w

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

0.5 0.7 0.9 1.1 1.3 1.5

0.2

0.6

1.0

Weight w

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

0.5 0.7 0.9 1.1 1.3 1.5
0

2

4

6

8

Weight w

D
e

g
re

e

 

 

R. P. B.

0.5 0.7 0.9 1.1 1.3 1.5
0

2

4

6

8

Weight w

D
e

g
re

e

 

 

R. P. B.

0.5 0.7 0.9 1.1 1.3 1.5
0

2

4

6

8

Weight w

D
e

g
re

e

 

 

R. P. B.
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Fig. 13. Transit-stub graph with w: changes in the size of the largest
connected component in GTS with w.
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Fig. 14. Small-world graph with w: changes in the size of the largest
connected component in G4,0.1

WS with w.
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Fig. 15. CAN with w: changes in the size of the largest connected component
in GCA with w.

performed badly against Adegree. Since most real networks
exhibit preferential connectivity [6], a real-world network may
be very vulnerable to high-degree node attacks even if the
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Fig. 16. PRU graph with w: changes in the size of the largest connected
component in G50,12,2

PRU with w.
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(a) Arandom (b) Adegree (c) Acentral

Fig. 17. Email network with w: changes in the size of the largest connected
component in GMAIL with w.
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Fig. 18. Blog network with w: changes in the size of the largest connected
component in GBLOG with w.
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Fig. 19. Airport network with w: changes in the size of the largest connected
component in GAIR with w.

network has grown continuously up with new nodes over time.
Our results on real networks supported this conjecture (see
Figure 17(b), 18(b), 19(b)).
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Best Attack Best Defense w Damage
G0.005

R Adegree, Acentral Dbalance 0.8 None
G0.01

R — Dbalance 0.5 None
G2

BA Adegree, Acentral Dbalance 0.9 None
G4

BA — Dbalance 0.5 None
G2

C Adegree, Acentral Dbalance 0.7 None
G4

C — Dbalance 0.5 None
G4

H Adegree, Acentral Dbalance 0.7 None
G8

H — Dbalance 0.5 None
GTS Acentral Drandom 0.9 Small
G4,0.1

WS — Dbalance 0.5 None
GCA — Drandom, Dbalance 0.5 None
G50,12,2

PRU Adegree Dbalance 1.5 Small
GMAIL — Dbalance 0.5 None
GBLOG — Dbalance 0.5 None
GAIR — Dbalance 0.5 None

TABLE III
THE BEST ATTACK AND DEFENSE STRATEGIES FOR NETWORKS

On the other hand, Arandom is not effective from the
attacker’s point of view; the size of the largest connected
component remained unchanged and the average degree is
still greater than 2 after 100 rounds if any defense strategy is
used with w = 1.0. This is natural enough; the damage done
by random failures is not essentially greater than the level of
repair by random replenishment. So network connectivity will
be maintained well on most popular network topologies under
random node failure or removal if the same number of new
nodes can be continuously recruited.

To maintain network connectivity, a possible approach is to
increase network density. In our experiments, the half of net-
work topologies with a high network density ≥ 0.009 (G0.01

R ,
G4

BA, G4
C , G8

H , G4,0.1
WS , GCA, GMAIL, GBLOG, and GAIR

— see Table I) is resilient against any attack strategies when
Dbalance is used with w = 0.5 only (see Figure 6, 8, 10, 12, 14
and 15). In fact, Drandom is also adequate in these networks
except GBLOG and GAIR if a defender can increase w to 1.0.
For the two real networks, GBLOG and GAIR, Drandom is
not perfect against Acentral even with a large w = 1.5.

Interestingly, Dbalance is worse than the other defense
strategies against Acentral in GTS (see Figure 13(c)). This
is because a small number of nodes connect different clus-
ters in GTS . Since these nodes have high betweenness cen-
trality, transit-stub graphs are inherently very vulnerable to
Acentral. Unfortunately, Dbalance cannot change this weakness
of transit-stub graphs since nodes newly recruited in the
defense phase generally play a role as new gateway nodes
by connecting separated clusters. This trend can be observed
in Figure 20.

Another interesting observation is the relationship between
the size of the largest connected component and the average
degree in a graph. As we discussed in Section IV, in all
experiments, we can see that the size of the largest connected
component is not maintained well when the average degree of
the network falls below 2 regardless of defense strategy, but the
opposite is not true (see the counter example in Figure 13(c)).

Finally, we discuss how the performance of attack and
defense strategies may change when ka 6= kd. As kd increases,

network connectivity between nodes will increase over rounds.
Figures 21 (against high-degree node attacks) and 22 (against
betweenness centrality attacks) show the effects of varying kd
from 7 to 13 with ka = 10 and w = 1.0. To demonstrate this
we plot the size of the largest connected component in a graph
at the 50th round.
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Fig. 21. The size of the largest connected component with kd against high-
degree node attacks.

As kd increases, so does the size of the largest connected
component. This is natural enough, and is particularly clear
in low density networks (G0.005

R , G2
BA, G2

C , G4
H , GTS and

G50,12,2
PRU ).
The performance of Dbalance is still better than those of the

other two defense strategies and is highly scalable in terms
of kd: the gap between them is clearly shown in low density
networks when kd > ka and in some networks (G0.01

R , G4
BA,

G2
C , G4

H and GTS) when kd < ka. Interestingly, Dbalance

produced the best result in GTS against Acentral when kd >
ka; it is different from the case when kd = ka.

VI. CONCLUSIONS

Barabási, Albert and Jeong showed that while small-world
networks were resilient against random node failure, they were
very vulnerable to targeted attacks. Nagaraja and Anderson
extended this single-shot analysis to the dynamic case, so that



ACCEPTED FOR PUBLICATION IN THE IEEE SYSTEMS JOURNAL. (RECEIVED DATE: SEPTEMBER 26, 2011, REVISED DATE: MARCH 20, 2012) 9

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

(a) G0.005
R (b) G0.01

R (c) G2
BA

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

(d) G4
BA (e) G2

C (f) G4
C

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

(g) G4
H (h) G8

H (i) GTS

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

200

400

600

800

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

(j) G4,0.1
WS (k) GCA (l) G50,12,2

PRU

7 10 13

0.2

0.6

1.0

1.4

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

0.2

0.6

1.0

1.4

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

7 10 13

0.2

0.6

1.0

1.4

Number of new nodes k
d

S
iz

e
 o

f 
L

C
C

 

 

R. P. B.

(m) GMAIL (n) GBLOG (o) GAIR

Fig. 22. The size of the largest connected component with kd against
betweenness centrality attacks.

attack and defense strategies could be measured against each
other. We have extended their work to a wide range of network
topologies including some real-world networks, and to account
for the costs of replacing edges as well as nodes. In summary,
• the best defense strategy in general is balanced replenish-

ment, Dbalance. For high density networks with network
density ≥ 0.009, it is enough to set w = 0.5.

• the best attack strategy in general targets vertex order or
betweenness centrality, that is Adegree or Acentral, in the
sense that it maximizes the cost of defense. However,
when the network has a hierarchical tree-like structure, it
will often be better to use Acentral.

• it is necessary but not sufficient for the defender to main-
tain the average node degree≥ 2 to maintain connectivity.

• a real-world network may be very vulnerable to Adegree

or Acentral even if the network has grown continuously
up with new nodes and connections over time.

In future work, we plan to develop better models of the
adversary. We may consider not only an adversary with
global knowledge of network topology but also a weaker
adversary with limited information (e.g. a local police force).
For example, we expect that Drandom is secure against any
adversary with no knowledge of the network topology at all;

what strategies suffice against an attacker whose knowledge is
is local? Also, while adding more edges to a network may be
a viable strategy for a disease pathogen, it may not help an
insurgent group as a better-connected network may be more
vulnerable to insider threats.

As an extension to this work, we plan to consider a
theoretical study to formally generalize and verify our results.
We will also employ more advanced centrality metrics such
as bridging centrality [22] to improve the performance of
strategies.
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