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Abstract— In this paper, we present a brief survey of different user modelling 

techniques used in human computer interaction. We have investigated about the 

origin of user modelling and then classified the existing models into different 

categories. We have discussed a few examples of user models in each category, 

pointed out their advantages and disadvantages and finally concluded by 

presenting a few open questions on user modelling. We hope this paper will 

help system analysts to select the proper type of model for their applications.  

 

Index Terms—User Model, Human Computer Interaction, Cognitive Model. 

 

1 INTRODUCTION 

“Our ultimate objective is to make programs that learn from their experience as 

effectively as humans do. We shall…say that a program has common sense if it 

automatically deduces for itself a sufficient wide class of immediate consequences of 

anything it is told and what it already knows. “- John McCarthy, from his paper, 

"Programs with Common Sense," 1958. Quoted by Daniel Crevier, "The Tumultuous 

History of the Search for Artificial Intelligence," 1993 

 

Addressing a large variety of users is always a challenge to designers due to diverse 

range of abilities and differences in task, prior knowledge and situation. A user model 

is a representation of the knowledge and preferences of users [3]. It is not a 

mandatory part of a software but it helps to get the system serve the user better. Any 

information stored about the user or usage pattern (like event log or user log) is not a 

user model unless it can be used to get some explicit assumption about the user. 

1.1 History on modelling user 

Research on simulating user behaviour to predict machine performance was originally 

started during the Second World War. Researchers tried to explore operators’ 

limitations of different military hardware by applying the discoveries of different 

experiments in psychological laboratories. During the same time, computational 

psychologists were trying to model the mind by considering it as an ensemble of 

processes or programs. The early attempts of cognitive modelling [10, 18] include the 

use of various mathematical models like Bayes’ decision model (e.g. Edwards [19] 



probabilistic information processor) or Shanon’s information theory. McCulloch and 

Pitts’ model of neuron and subsequent models of neural networks, Marrs model of 

vision are a few examples of influential works in this discipline. Boden [10] presents 

a detailed discussion of such computational mental models. In the late 70s, as 

interactive computer systems became cheaper and accessible to more people, 

modelling human computer interaction (HCI) also gained much attention. However, 

models like Hick’s law [29] (used for predicting visual search time) or Fitts’ law [21] 

(used for prediction of movement time) were individually not enough to simulate a 

whole interaction. 

 

The Command Language Grammar [45] developed by Moran at Xerox Parc could be 

considered as the first HCI model. It took a top-down approach to decompose an 

interaction task and gave a conceptual view of the interface before its implementation. 

However it completely ignored the human aspect of the interaction and did not model 

the capabilities and limitations of users. Card, Moran and Newell’s Model Human 

Processor (MHP) [15] was an important milestone in modelling HCI since it 

introduced the concept of simulating HCI from the perspective of users. It gave birth 

to the GOMS family of models [15, 33] that are still the most popular modelling tools 

in HCI. 

 

Outside the domain of HCI, recent researches on cognitive modelling address a wide 

range of topics such as investigating mental processes for new idea generation [65], 

speech perception [63], bilingualism [43], knowledge representation, learning [26] 

and so on. However the domain of cognitive modelling is currently overwhelmed by 

the cognitive architectures and models developed using them. This kind of models 

does not only work for HCI but also aims to establish a unified theory of cognition. 

These types of models originated from the earlier work of computational 

psychologists. Allen Newell [47] pioneered the idea of unifying existing theories in 

cognition in his famous paper “You can’t play 20 questions with nature and win” at 

the 1972 Carnegie Symposium. Since then, a plethora of systems have been 

developed that are termed as cognitive architectures and they simulate the results of 

different experiments in psychological laboratories. Since these models are capable 

(or at least demanded to be capable) of simulating any type of user behaviour, they 

are also often used to simulate the behaviour of users while interacting with a 

computer. Gray and colleagues [25] assert that cognitive architectures ensure the 

development of consistent models over a range of behavioural phenomena due to their 

rigorous theoretical basis. 

 

So there are two main approaches of user modelling: the GOMS family of models 

was developed only for HCI while the models involving cognitive architectures took a 

more detailed view of human cognition. Based on the accuracy, detail and 

completeness of these models, Kieras classified them as low fidelity and high fidelity 

models respectively [40]. These two types of model can be roughly mapped to two 

different types of knowledge representation. The GOMS family of models is based on 

goal-action pairs and corresponds to the Sequence/Method representation while 

cognitive architectures aim to represent the users’ mental model [16]. The 

Sequence/Method representation assumes that all interactions consist of a sequence of 



operations or generalized methods, while the mental model representation assumes 

that users have an underlying model of the whole system.   

 

There is a third kind of model in HCI that evaluates an interface by predicting users’ 

expectations, rather than their performance (e.g. Task Action Language [56], Task 

Action Grammar [53] etc.). These models represent an interaction by using formal 

grammar where each action is modelled by a sentence. They can be used to compare 

users’ performance based on standard sentence complexity measures; however, they 

have not yet been used and tested as extensively as users’ behaviour simulator [16].  

 

In the following sub sections, we briefly describe these different types of user models. 

Then, we present a critical review of the existing models and conclude by 

highlighting a few open questions in user modelling. 

2 THE MODELS 

2.1 The GOMS family of models 

GOMS stands for Goals, Operators, Method and Selection. It was inspired by the GPS 

system [48] developed by Newell. It assumes that people interact with a computer to 

achieve a goal by selecting a method, which consists of a sequence of basic 

operations. The GOMS model enables a designer to simulate the sequence of actions 

of a user while undertaking a task by decomposing the task into goals and sub goals. 

There exist many variations of the original GOMS model. The KLM model [15] 

simplifies the GOMS model by eliminating the goals, methods, and selection rules, 

leaving only six primitive operators. They are:  

 

1) pressing a key,  

2) moving the pointing device to a specific location,  

3) making pointer drag movements,  

4) performing mental preparation,  

5) moving hands to appropriate locations, and  

6) waiting for the computer to execute a command.  

 

The durations for each of these six operations have been empirically determined. The 

task completion time is predicted by the number of times each type of operation must 

occur to accomplish the task.  

 

Kieras developed a structured language representation of GOMS model, called 

NGOMSL (Natural GOMS Language) [38]. Originally, it was an attempt to represent 

the content of a CCT model [34] at a higher level of notation. CCT is a rule-based 

system developed by Bovair and colleagues [11] to model the knowledge of users of 

an interactive computer system. In NGOMSL, the methods of the original GOMS 

model are represented in terms of production rules of the CCT model. Kieras also 



developed a modelling tool, GLEAN (GOMS Language Evaluation and Analysis) 

[37], to execute NGOMSL. It simulates the interaction between a simulated user with 

a simulated device for undertaking a task.  

 

John and Kieras [33] proposed a new version of the GOMS model, called CPM-

GOMS, to explore the parallelism in users’ actions. This model decomposes a task 

into an activity network (instead of a serial stream) of basic operations (as defined by 

KLM) and predicts the task completion time based on the Critical Path Method. 

 

2.2 Cognitive Architectures 

Allen Newell developed the Soar architecture [49] as a possible candidate for his 

unified theories of cognition. According to Newell [49] and Johnson-Laird [35], the 

vast variety of human response functions for different stimuli in the environment can 

only be explained by a symbolic system. So the Soar system models human cognition 

as a production-rule based system and any task is carried out by a search in a problem 

space. The heart of the Soar system is its chunking mechanism. Chunking is “a way of 

converting goal-based problem solving into accessible long-term memory 

(productions)” [49]. It operates in the following way. During a problem-solving task, 

whenever the system cannot determine a single operator for achieving a task and thus 

cannot move to a new state, an impasse is said to occur. An impasse models a 

situation where a user does not have sufficient knowledge to carry out a task. At this 

stage Soar explores all possible operators and selects the one that brings it nearest to 

the goal. It then learns a rule that can solve a similar situation in future. Laird and 

colleagues [41] successfully explained the power law of practice through the 

chunking mechanism. 

 

However, there are certain aspects of human cognition (like perception, recognition, 

motor action) that can better be explained by a connectionist approach than a 

symbolic one [52]. It is believed that initially conscious processes control our 

responses to any situation while after sufficient practice, automatic processes are in 

charge for the same set of responses [28]. Lallement and Alexandre [42] have 

classified all cognitive processes into synthetic or analytical processes. Synthetic 

operations are concerned with low-level, non-decomposable, unconscious, perceptual 

tasks. In contrast, analytical operations signify high level, conscious, decomposable, 

reasoning tasks. From the modelling point of view, synthetic operations can be 

mapped on to connectionist models while analytic operations correspond to symbolic 

models. Considering these facts, the ACT-R system [1] does not follow the pure 

symbolic modelling strategy of the Soar, rather it was developed as a hybrid model, 

which has both symbolic and sub symbolic levels of processing. At the symbolic 

level, ACT-R operates as a rule based system. It divides the long-term memory into 

declarative and procedural memory. Declarative memory is used to store facts in the 

form of ‘chunks’ and the procedural memory stores production rules. The system 

works to achieve a goal by firing appropriate productions from the production 

memory and retrieving relevant facts from the declarative memory. However the 



variability of human behaviour is modelled at the sub-symbolic level. The long-term 

memory is implemented as a semantic network. Calculation of the retrieval time of a 

fact and conflict resolution among rules is done based on the activation values of the 

nodes and links of the semantic network.  

 

The EPIC (Executive-Process/Interactive Control) [38] architecture pioneers to 

incorporate separate perception and motor behaviour modules in a cognitive 

architecture. It mainly concentrates on modelling the capability of simultaneous 

multiple task performance of users. It also inspired the ACT-R architecture to install 

separate perception and motor modules and developing the ACT-R/PM system. A few 

examples of their usage in HCI are the modelling of menu searching and icon 

searching tasks.  

 

The CORE system (Constraint-based Optimizing Reasoning Engine) [20, 32, 64] 

takes a different approach to model cognition. Instead of a rule-based system, it 

models cognition as a set of constraints and an objective function. Constraints are 

specified in terms of the relationship between events in the environment, tasks and 

psychological processes. Unlike the other systems, it does not execute a task 

hierarchy; rather prediction is obtained by solving a constraint satisfaction problem. 

The objective function of the problem can be tuned to simulate the flexibility in 

human behaviour. 

 

There exist additional cognitive architectures (like Interactive Cognitive Subsystems 

[2], Apex, DUAL, CLARION [17] etc.), but they are not yet as extensively used as 

the previously discussed systems. 

2.3 Grammar-based models 

The grammar based model (like Task action grammar [53] and Task action 

language[56]) simulates an interaction in the form of grammatical rules. As for 

example, Task Action Language models 

 

� Operations by Terminal symbols 

� Interaction by a Set of rules 

� Knowledge by Sentences  

 

This type of modelling is quite useful to compare different interaction techniques. 

However, they are more relevant to model knowledge and competence of a user than 

performance.  

2.4 Application Specific Models 

A lot of works has been done on user modelling for developing customizable 

applications. These models have the following generic structure (Figure 1). They 

maintain a user profile and use different types of AI systems to predict performance. 



These type of models are particularly popular in online adaptable systems (like 

personalized search engines or portals). We discuss a few more examples besides 

online systems in the next sub-section. 

 

The Generative User Model [46] is developed for personalized information retrieval. 

In this model user given query words are related to user’s mental state and retrieved 

object using latent probabilistic variables. Norcio [51] used fuzzy logic to classify 

users of an intelligent tutoring system. The fuzzy groups are used to derive certain 

characteristic of the user and thus deriving new rules for each class of users. Norcio 

and Chen [50] also used an artificial neural network for the same purpose as their 

previous work [51]. The user’s characteristic is stored as user image and neural 

networks are used as pattern associates or pattern classifiers to get user’s knowledge, 

detect user’s goal etc. Lumiere convenience project [31] used influence diagram in 

modeling users. Lumiere project is the background theory of the Office Assistant 

shipped with Microsoft Office application. The influence diagram models the 

relationships among users’ needs, goals, user background etc. However all these 

models are developed by keeping only a single application in mind and so they are 

hardly usable to model human performance in general. 

 

 
  

Figure 1. Application Specific User Models 

3 REVIEW 

The GOMS family of models is mainly suitable for modelling the optimal behaviour 

(skilled-behaviour) of users [33]. These models assume that for each instance of a 

task execution, the goal and the plan of a user are determined before the execution is 

started. During execution of a task, a novice or intermittent user may not have a fixed 

plan beforehand and can even change goals (or subgoals) during execution of the task. 

Even expert users do not follow a fixed sequence of actions every time. So the 

assumptions of the GOMS model do not hold true for many real-life interactions. In 

actuality, these models do not have probabilistic components beyond the feature of 

selecting the execution time of primitive operators from a statistical distribution in 

order to model the uncertainty involved in the sub-optimal behaviour of users. As it 

fails to model the sub-optimal behaviour, it cannot be used to predict the occurrences 

of different errors during interaction. These problems are common for any 



Sequence/Method representations since these ways of representations overlook the 

underlying mental models of users [16].  

 

On the other hand, cognitive architectures model the uncertainty of human behaviour 

in detail but they are not easily accessible to non-psychologists and this causes 

problem as interface designers are rarely psychologist as well. For example, the ACT-

R architecture models the content of a long-term memory in the form of a semantic 

network, but it is very difficult for an interface designer to develop a semantic 

network of the related concepts of a moderately complex interface. Developing a 

sequence of production rules for Soar or a set of constraints for CORE is equally 

difficult. The problem in usability issues of cognitive architectures is also supported 

by the development of the X-PRT system [64] for the CORE architecture. 

Additionally, Kieras has shown that a high fidelity model cannot always outperform a 

low fidelity one though it is expected to do so [40].   

 

Researchers have already attempted to combine the GOMS family of models and 

cognitive architectures to develop more usable and accurate models. Salvucci and Lee 

[59] have developed the ACT-Simple model by translating basic GOMS operations 

(like move-hand, move mouse, press key) into ACT-R production rules. However 

they do not model the ‘think’ operator in detail, which corresponds to the thinking 

action of users and differentiates novices from experts. The model works well in 

predicting expert performance but does not work for novices. Blandford and 

colleagues [9] implemented the Programmable User Model (PUM) [66] by using the 

Soar architecture. They developed a program, STILE (Soar Translation from 

Instruction Language made Easy), to convert the PUM Instruction Language into Soar 

productions. However, this approach also demands good knowledge of Soar on the 

part of an interface designer. Later, the PUM team identified additional problems with 

runnable user models and they are now investigating abstract mathematical models 

[12]. There also exist some application-specific models that combine GOMS models 

with a cognitive architecture. As for example, Gray and Sabnani [24] combined 

GOMS with ACT-R to model a VCR programming task, while Peck and John [54] 

used Soar to model interaction with a help-browser, which ultimately turned out to be 

a GOMS model. 

 

Another problem of existing modelling approaches stems from issues related to 

disability. There is not much reported work on systematic modelling of assistive 

interfaces. McMillan [44] felt the need to use HCI models to unify different research 

streams in assistive technology, but his work aimed to model the system rather than 

the user. The AVANTI project [61, 62] modelled an assistive interface for a web 

browser based on static and dynamic characteristics of users. The interface is 

initialised according to static characteristics (e.g. age, expertise etc.) of the user. 

During interaction, the interface adapts itself based on dynamic characteristics (e.g. 

idle time, error rate etc.) of the user. This model does not address the basic perceptual, 

cognitive and motor behaviour of users and so it is hard to generalize to other 

applications. Keates and colleagues [36] measured the difference between able-bodied 

and motor-impaired users with respect to the Model Human Processor (MHP) [15] 

and motor-impaired users were found to have a greater motor action time than their 



able-bodied counterparts. The finding is obviously important, but the KLM model 

itself is too primitive to use. Our previous user model [8] also took a more generalized 

approach than the AVANTI project. It broke down the task of user modelling into 

several steps that included clustering users based on their physical and cognitive 

ability, customizing interfaces based on user characteristics and logging user 

interactions to update the model itself. However the objective of this model was to 

design adaptable interfaces and not to simulate users’ performance.   

 

Our work 

In our current research, we address some of the current problems of user modelling by 

developing a simulator inspired by Model Human Processor [15]. The simulator 

embodies both the internal state of a computer application and also the perceptual, 

cognitive and motor processes of its user. It takes a task definition and locations of 

different objects in an interface as input. It then predicts possible eye movements and 

cursor paths on the screen and uses these to predict task completion times. It consists 

of a perception model, a cognitive model and a motor-behaviour model. The models 

are parameterized to represent different physical abilities, levels of skill and input 

devices. 

 

The perception model [6] simulates the phenomena of visual perception (like 

focussing and shifting attention). It can also simulate the effects of different visual 

impairments (e.g.: wet and dry Maccular Degeneration, Diabetic Retinopathy, Tunnel 

Vision etc.) on interaction. We have investigated eye gaze patterns of able-bodied 

users as well as people with visual impairment and our model can predict the visual 

search time and eye gaze pattern of able-bodied people and a few types of visually-

impaired users with statistically significant accuracy.  

 

The cognitive model [5] simulates expert performance by using CPM-GOMS model 

[33]. It can also simulate performance of novices by using a dual-space model [57].  

 

The motor-behaviour model [7] is developed by statistical analysis of cursor traces 

from motor-impaired users. As part of the model, we also develop a new scale of 

characterizing the extent of disability of users by measuring their grip strength, which 

was not earlier possible by using clinical scales [60].  

 

These models do not need knowledge of psychology or programming to operate. They 

have graphical user interfaces to provide input parameters and showing output of 

simulation. The main contributions of our work are 

 

1. Identification and calibration of two image processing algorithms to predict 

points of eye-gaze fixations and the corresponding fixation durations during 

visual search in a computer screen undertaken by people with and without 

visual-impairment. 



2. Analysis of eye movement trajectories during visual search in a computer 

screen and identification of the most probable strategies to predict the actual 

trajectory. 

3. Investigation of the effect of hand strength on human-computer interaction.  

4. Development a statistical model to predict pointing times of motor-impaired 

computer users based on their hand strength. 

 

Our studies are already being used to design and develop inclusive computer 

interfaces (e.g. accessible game [55], new assistive interaction technique [4]). 

4 ISSUES WITH MODELLING 

Now we are in a position to discuss modelling from a broader perspective than 

criticizing individual techniques. In particular we like to discuss the following issues. 

4.1 Optimum fidelity 

In which level of detail, a model should work? At one end, the application specific 

models simulate component-tasks of an application directly. But they are hard to 

generalize to another application. The cognitive architectures models basic rules of 

cognition, but it also made them hard to use. Additionally, each level of modelling 

introduces an error in prediction and if we drill down many such levels to model an 

interaction, the errors will only accumulate and make the prediction worse. In 

contrast, modelling at a higher level may miss detail of interactions between 

underlying components. Figure 2 presents a classification of human actions based on 

the duration of their completion. Simulations of each individual band have their own 

implications and limitations. However the cognitive band is particularly important 

since models working in this band are technically feasible, experimentally verifiable 

and practically usable. Research in computational psychology and more recently in 

cognitive architectures supports this claim. 

 



 

Figure2. Timescale of human action (adapted from [49]) 

 

In our opinion, the fidelity of a model should depend upon the application – do we 

need the model to explain the underlying mental processes of an interaction or to 

predict performances of users for comparing two interfaces? In the first case we 

should go for a high fidelity model while the second case demands an engineering 

system which is easy to use and comprehend. 

4.2 What to model 

Most user models concentrate on modelling performance, however TAL and TAG 

challenge this view by modelling knowledge and competence of users. The cognitive 

architectures can also be used to estimate the amount of information (knowledge) a 

user needs to remember for an interaction (e.g. number of chunks in working 

memory). It is particularly important while working with novice or dyslexic users or 

new interfaces. In those cases, prediction about the amount of knowledge and learning 

required, effects of previous experience (positive / negative learning) are more 

important than performance simulation. 

4.3 When to model 

The final issue is rather philosophical – when should we use models. In other 

disciplines of science, modelling remains the only opportunity when it is impossible 

to take direct measurement of an event (like in astronomy or neurology). However, in 

HCI, a user trial is always theoretically possible and it will give us ‘real’ data in 



contrast to the prediction from a model. However user trials are always expensive in 

terms of both time and cost. A design evolves through an iteration of prototypes and if 

each prototype is to be evaluated by a user trial, the whole design process will be 

slowed down. Buxton [13] has also noted that “While we believe strongly in user 

testing and iterative design. However, each iteration of a design is expensive. The 

effective use of such models means that we get the most out of each iteration that we 

do implement“. Additionally, user trials are not representative in certain cases, 

especially for designing inclusive interfaces for people with special needs. A good 

simulation with profound theoretical foundation can be more useful than a user trial in 

such cases. Exploratory use of modelling can also help designers to understand the 

problems and requirement of users, which may not always apparent through user trials 

or controlled experiments.  

5 CONCLUSIONS 

In this paper, we present a survey on the existing modelling techniques used in HCI. 

We have classified them into four categories and reviewed their applications. We 

have also discussed user modelling from a broader perspective. It should be evident 

that the use of modelling and the type of model to be used depend on many factors 

like the application, the designers, availability of time and cost for design etc. 

However, we hope this paper will give system analysts an understanding of different 

modelling paradigms, which in turn may help them to select the proper type of model 

for their applications. 
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