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ABSTRACT

Individuals with Autism Spectrum Condition (ASC) face a
number of challenges during social interaction due to their
limited ability to decode non-verbal cues. Interactive digital
games can help as tools to teach such people how to express
and recognise non-verbal cues and interpret their emotional
meanings. In this paper, we present a set of interactive inter-
faces that can assist in teaching people with social communi-
cation difficulties about facial expressions and face touches.
We describe the underlying technologies of three systems:
Facial Affect Mapping Engine (FAME), age and gender es-
timation module and hand-over-face gesture interactive mim-
icking avatar. The three systems are fully automatic and run
in real-time. We show their potential use as integral compo-
nents in serious games that focus on social inclusion.

INTRODUCTION

Accurately reading non-verbal signals is essential in under-
standing, analysing and predicting human behaviour. People
who have difficulty reading non-verbal cues, as in the case
of people with autism spectrum conditions, face a number
of challenges dealing with and integrating in the society [6].
Individuals on the autism spectrum find it difficult to recog-
nise emotional cues, body language, jokes, subtle hints and
other non-verbal communication signals. Interactive digital
games can help as tools to teach such people how to express
and recognise non-verbal cues and interpret their emotional
meanings [11].

The face area is one of the main channels for displaying non-
verbal signals [7]. In this paper, we present a set of interac-
tive interfaces that were built on computer vision and ma-
chine learning technologies that analyse facial expressions
and hand-over-face occlusions. We present prototypes of the
following three interactive systems:

1. Facial Affect Mapping Engine (FAME), which is a frame-
work for mapping and manipulating facial expressions in
real-time across images and video streams.
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2. Age and gender estimation module, which estimates the
gender and age of the user. This module is integrated into
FAME as it uses similar facial expression tracking tech-
niques.

3. Face-touches mimicking avatar, which is an interactive in-
terface that displays an avatar mimicking hand-over-face
touches displayed by the user. The interface uses state-of-
the-art hand-over-face occlusion detection techniques and
works in real-time.

Our aim is to provide tools that can help individuals with lim-
ited interaction capabilities to recognise and express social
signals such as facial expressions and hand-over-face ges-
tures. Moreover, the underlying methodologies presented in
this paper can be used as integral components in more com-
plex serious games that focus on social interaction.

FACIAL AFFECT MAPPING ENGINE

First, we present the Facial Affect Mapping Engine (FAME).
FAME is a framework for mapping and manipulating facial
expressions across images and video streams. It allows for an
interaction between an animator and an avatar/puppet. The
animator and avatar can take form as both a video stream or
an image.

Methodology

The Facial Affect Mapping Engine uses techniques from both
facial puppetry and face swapping to transfer facial expres-
sions through video streams. The main system architecture
consists of three stages: face tracking, expression manipu-
lation and video re-synthesis. Face tracking is done using
Constrained Local Neural Field (CLNF) model [2] to detect
the face and track facial landmarks. We extract and track fa-
cial expressions from both the puppet’s and animator’s video
streams.

For expression manipulation, a few steps are employed. We
first triangulate the face images with the points tracked, then
apply a piecewise affine-warp to normalise the faces to a com-
mon reference frame. At this point, the expression in the
video source has been separated into a texture (image) and
shape (triangular mesh). Facial expressions and head pose
produce changes in the face texture, due to changes in illumi-
nation, wrinkles and so on. The dynamic features (illumina-
tion, wrinkles) from the user needs to be combined with the
static features (identity) from the puppet texture. To achieve
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Figure 1. The role of animator and avatar in FAME.

this, we use the approach outlined by Liu ef al. [12] to ob-
tain an Expression Ratio Image (ERI). In order to counter
the effects of mis-alignments in face tracking, we limit the
domain of ERI to only pixels which get darker, such as shad-
ows, wrinkles and frown-lines. Almost no visual expression
information is lost by doing so.

To resynthesise the face, the expression avatar texture is
warped to the modified shape of the animator. Hardware-
assisted graphics is used to blend the new face and the back-
ground image. Then a real-time blending technique is used to
preserve local lightening conditions and map the animated fa-
cial expressions. Full details on the methodology is described
in Anonymous et al.[1].

Results
The system provides three modes of operation:

(a) A user live-animates a face from a source image. The
reference face (avatar) is then blended onto the user’s video-
stream. The user’s expression and head pose are transferred
to the character in the source image (Figure 1).

(b) The source video animates the user’s face. For non-
extreme head movements, that animated face is again overlaid
on the user’s video-stream, so that the source video’s expres-
sion and head pose are transferred to the user.

(c) The user’s facial expression and head pose is exaggerated,
attenuated or altered dynamically, then transferred back to the
user’s video stream. Only one video-stream is used; the iden-
tity and expression are both from the same person.

The system produces real-time near-photorealistic results in
a wide range of cases, especially if the face is not occluded
and with reasonable lightening variations. Figure 2 shows an
example of the GUI of FAME in action with a live user as a
puppeteer and an unlabelled image of a celebrity as a puppet.

AGE AND GENDER ESTIMATION INTERFACE

The second system we describe in this paper is a computer
vision system capable of identifying the gender and age of a
person. The system works in real-time on either a video feed
or on a simple image and is capable of accurately detecting
the age and the gender of a person in the video or an image.
We present results of the system when integrated with FAME
framework.

Methodology

Databases
For training we used three datasets listed in this section.
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Figure 2. Facial Action Mapping Engine interface showing an example
of mapping a user’s facial expressions into an avatar of a celebrity. (i) is
the input video stream and expression control, (ii) is the puppet avatar,
and (iii) is the expression-mapped output.

The first dataset used was the Images of Groups Dataset [8].
It contains 28,231 faces labeled with age (categories: 0-2, 3-
7, 8-12, 13-19, 20-36, 37-65, and 66+) and gender. Many
images of faces are of very low resolution, people often wear
sun-glasses, face occlusions, or unusual facial expressions. It
is a difficult and in-the-wild dataset.

The second dataset used was Multi-PIE [9], a database of
more than 750,000 images of 337 people recorded in up to
four sessions over the span of five months. We used only
close to frontal images from this dataset. It provides labels of
subject gender and age.

The final dataset used was MORPH [16] that contains 55,000
images of more than 13,000 individuals. Ages range from 16
to 77 with a median age of 33.

Approach

The system works by first detecting (and tracking in case of
video) facial landmarks. This is performed using the Con-
strained Local Neural Field [2] face tracker. The face is then
aligned to a common reference frame using piece-wise-affine
warping (similar to that of FAME).

We approached the task of age and gender estimation using
Support Vector Machines. First a Principal Component Anal-
ysis was performed on the aligned texture images of the face
(similar to appearance model in Active Appearance Models

[4D.

After the dimensionality reduction a Suport Vector Machine
was trained for gender and a Support Vector Regressor for
age estimation. For this we used the LibSVM toolkit [3]. In
both cases the Radial Basis Function kernel was used.
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Figure 3. An example of age and gender estimation detection integrated
into FAME interface. Preliminary results shows that the system work in
real time and is generalisable to new faces.

Results

The system was trained and validated on a combined
dataset constructed from the Images of Groups Dataset, half
of the subjects from Multi-PIE, and half of the subjects
from MORPH. Our approach was tested on Multi-PIE and
MORPH datasets in a person independent manner.

The system performed with 97% accuracy on the Multi-PIE
and 95% on the MORPH dataset for the task of gender esti-
mation. For age estimation the model achieved Mean Abso-
lute Error of 6.5 years on Multi-PIE and of 8.3 on MORPH
datasets.

To test if our system is generalizable, we integrated it into
FAME framework, described in the previous section, to esti-
mate the age and gender of users in real-time. Figure 3 shows
the age and gender estimation boxes integrated into FAME in-
terface. Preliminary testing showed that the system can gen-
eralise to new faces.

FACE-TOUCHES MIMICKING AVATAR

The third system we present is an interactive avatar that mim-
ics hand-over-face touches of the user in real-time. Hand-
over-face touches are a common and an important communi-
cation cue. Recent studies showed evidence that some hand-
over-face touches can be considered as affective cues and
can be mapped to cognitive mental sates [14]. Based on the
hand-over-face occlusion detection methodology described
by Mahmoud et al. [15], we build an interactive interface,
where an avatar mimics hand-over-face touches displayed by
the user in real-time.

Methodology

Database

For training, we used the same set of videos of natural expres-
sions from Cam3D video corpus [13], which includes natural-
istic hand-over-face occlusions. Cam3D has natural expres-
sions and does not restrict the video collection to faces. We
used 350 video segments ( all 177 videos that include hand-
over-face occlusion + 173 videos with no occlusion).

Approach

For feature extraction, we extracted - for simplicity - only
spatial features: Histograms of Oriented Gradients (HOGs)
[5] and likelihood values of facial landmarks detection. Facial
landmarks detection likelihoods were part of the CLNF [2]
model. Principal Component Analysis (PCA) was then used
to reduce the dimensionality of HOG features.

Using the extracted features, we trained binary linear Support
Vector Machine (SVM) classifiers for the following classifi-
cation tasks: 1) Occlusion/ no-Occlusion, 2) Chin occlusion,
3) Lips occlusion, and 4) Middle face (nose/cheek) occlu-
sion. Upper face occlusion was not included as there were
not enough samples of this type of occlusion in the training
dataset.

The classification is done at the frame level. However, since
hand position is not supposed to change on a one-frame level,
a majority vote technique was employed to aggregate the out-
put of the classification in a sliding window of 10 frames.
This helps in recovering any noise in the output sequence.

GUI

We built a simple avatar with a stylised face and a hand using
Blender: an open source 3D animation suite [10]. With the
designed avatar head, we created a set of images representing
different hand-over-face positions to display them according
to the output of the classifiers. The system outputs an appro-
priate avatar image corresponding to the classification results.
The output is displayed with a delay of 5 frames to convey the
impression of mimicry.

Results

Using a leave-one-user-out validation approach, we evaluated
our system on Cam3D dataset. We managed to get classifica-
tion results comparable to the results presented in [13] when
spacial features (HOGs and likelihoods only) are used, with
basic hand occlusion detection rate of 80%. This was ex-
pected as we did not use any temporal features to speed-up
system performance. Since real-time performance is very im-
portant in an interactive interface, these results were satisfy-
ing.

The system manages to generalise well to new faces, with
lighting and background conditions different from Cam3D.
Figure 4 displays sample screen shots of the system working
in real-time. The system outputs two windows: One window
is displaying the captured webcam image of the user, with
the head and facial landmarks highlighted, and the second
window is displaying the output avatar image corresponding
to the hand-over-face gesture detected.

CONCLUSION AND FUTURE WORK

In this paper, we presented the main building blocks of three
interactive interfaces that analyse facial expressions and face
touches in real-time. We presented prototypes and perfor-
mance results of the three systems in action, showing their
potential use as interactive tools to teach facial expression
recognition and expression. Our future goal is to integrate



Figure 4. Examples of hand-over-face mimicking avatar in action. The
avatar head - shown on the right window - mimics the face touches ex-
pressed by the user, whose webcam image is shown in the widow on the
left. Examples show scenarios of : no occlusion, chin occlusion, cheek
occlusion and middle face occlusion, respectively (from top to bottom).

our systems in more complex serious games that focus on so-
cial inclusion of individuals with limited social capabilities,
such as the work by Schuller et al.[17].
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