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Extended Abstract
Agreement is a crucial component of many distributed sys-
tems. It is the feature that is at the center of critical al-
gorithms that provide consensus, election, and failure de-
tection, among others. Intuitively, agreement between pro-
cesses is possible only in the presence of uninterrupted or
well ordered operations. One such powerful primitive is
atomic, or ‘total order,’ broadcast.

The way in which atomic broadcasts are implemented
depends on the underlying communications infrastructure.
On a single device atomicity is relatively unambiguous, of-
ten due to hardware support. For example, single proces-
sors can enforce atomic reads and writes to shared memory.
In multiprocessors, cache coherency is maintained by way
of distributed MESI/MOESI bus protocols or centralised
directory-based schemes. Atomicity within these environ-
ments is facilitated by the presence of special purpose, low
latency, highly reliable interconnects. Consequently, atomic
operations inside a single machine are fast, and can be com-
pleted in just a few CPU cycles.

Across devices few assumptions can be made: The com-
munication infrastructure that connects devices is general
purpose, higher latency and less reliable. Given the absence
of hardware support, agreement is reached by way of soft-
ware state replication and consistency algorithms such as
Paxos[2] and Zookeeper (Zab)[5]. These are effective but
complex solutions. As a consequence, atomic broadcast via
software is slow. Previous studies have shown that atomic
broadcasts can take milliseconds to complete [4].

The racks-scale computer (RSC) falls somewhere between
these two worlds. On the one hand, we would like to be able
to program the RSC as if it were a single multi-processor
machine, with hardware supported fast atomic primitives.
On the other, we would like for individual components in
this machine to be able to fail without affecting the oper-
ation of the machine as a whole. Our work is motivated
by this apparent contradiction, and the observation that
closely co-located devices in RSCs present an opportunity
to re-envision network support for distributed operations.

In response we are engineering Exo, a fast and efficient
network architecture and protocol for atomic broadcasts at
the rack scale. Exo employs a special purpose network, con-
structed from general purpose Ethernet networking compo-
nents. The Exo physical infrastructure comprises a broad-
cast/aggregate network similar to Hubnet [3] shown in Fig-
ure 1. We envisage Exo network as one of many (potentially
special purpose) networks present in the RSC.

Logically, Exo implements a token ring protocol similar
to Totem [1]. Token rings are well a understood mechanism
for building atomic broadcast systems. They are cheap to
build, and run at predictably high speeds. The Exo proto-

Figure 1: Physical Exo architecture.

col is accelerated by a simple offload engine in the NIC and
the presence of the low-latency broadcast network described
above. As a result, it provides total ordered sequential con-
sistency with deterministic delivery times of a few hundred
nanoseconds, even in the presence of failures.

At time of writing, Exo is running in our lab at mod-
est prototype scale. We have implemented the Exo net-
work using a commodity layer one matrix switch and layer
2 ethernet switch respectively. We have implemented the
Exo offload engine in FPGA enabled NICs. Once validated
we will measure performance in experiments at much larger
scale. Our expectation is that Exo will achieve consensus
messaging in loosely coupled rack scale computers at rates
that are an order of magnitude faster than current software
based systems.
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