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ABSTRACT

Prolonged durations of rhythmic body gestures were proved
to be correlated with different types of psychological disor-
ders. To-date, there is no automatic descriptor that can ro-
bustly detect those behaviours. In this paper, we propose a
cyclic gestures descriptor that can detect and localise rhyth-
mic body movements by taking advantage of both colour
and depth modalities. We show experimentally how our
rhythmic descriptor can successfully localise the rhythmic
gestures as: hands fidgeting, legs fidgeting or rocking, signif-
icantly higher than the majority vote classification baseline.
Our experiments also demonstrate the importance of fusing
both modalities, with a significant increase in performance
when compared to individual modalities.
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1. INTRODUCTION

Nonverbal communication plays a central role in human-
human communication. The ability to read nonverbal cues is
essential to understanding, analyzing, and predicting the ac-
tions and intentions of others. Nonverbal cues include facial
expressions, hand gestures, body posture and tone of voice.
These nonverbal cues may indicate expression of emotions
and mental states or even some medical conditions such as
pain [22, 9], depression [13, 8] and anxiety [14]. Observation
of those behavioural cues usually help clinicians in diagnos-
ing. Moreover, manual labelling of those cues is the common
practice for experimental psychologists in studying different
behavoiurs.
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Over the past few years, there has been an increased inter-
est in machine recognition of people’s nonverbal cues, such
as facial expressions and gestures. Automatic analysis of
such cues can help as a tool for experimental psychologists.
Also, it can assist physicians in diagnosing by providing
quantitative measures after or during face to face sessions or
telemedicine sessions or even in systems like a virtual coach.
Recent research directions look into automatic detection of
cues associated with psychological disorders, like depression,
but most of the work focuses on the facial cues [8] as the main
channel of nonverbal signal. Recent studies show that body
movements and gestures are significant visual cues that can
complement facial expressions [10] and they can be utilised
in automatic detection of human internal states [6, 4].

In this paper, we study rhythmic body movement, as one
of the indicators of psychological distress. They include a
range of gestures, such as self-adaptors/self-grooming, fid-
geting gestures (legs and body) and rhythmic torso move-
ments (rocking). We noticed that these gestures share a
common feature, which is the repetitive rhythmic motion.
Automatic detection and localisation of this rhythmic body
movement can help as an assistive tool in automatic anal-
ysis and diagnosis of more than one psychological disorder,
such as Anxiety, Post-Traumatic Stress Disorder (PTSD) or
Autism.

The main contributions of this paper are:

1. Proposing an automatic multimodal rhythmic gesture
descriptor that detects rhythmic body motion by track-
ing multi-dimensional tracklets

2. Fusing depth and intensity features in a classification
system to localise the rhythmic gesture as: hands fid-
geting, legs fidgeting or rocking. Classification results
were significantly higher than the majority vote clas-
sification baseline

3. Demonstrating the importance of fusing intensity and
depth modalities in capturing gesture dynamics. Mul-
timodal classification yields significantly better results
when compared to individual modalities

In the following sections, we present our approach and re-
sults. we present the related work in automatic analysis of
body motion in section 2. The significance of rhythmic body
movements in psychological distress is explained in section 3.
Sections 4 and 5 describe our proposed rhythmic descriptor
and results. Conclusions and future directions are presented
in section 6.
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Figure 1: Overview Diagram shows the main steps in our cyclic descriptor. Multidimensional tracklets are
extracted from intensity and depth images. A rhythmic measure is applied on every tracklet to generate our

multimodal cyclic descriptor.

2. RELATED WORK

A lot of research studied periodic and cyclic motion asso-
ciated with human activities by analysing colour images in
video sequences. The difference between periodic and cyclic
motion was nicely defined by Xiong and Quek [26] as: for a
repeating motion, if its period p is a constant, this motion
can be called periodic motion; If p is not perfectly constant
over time, the motion is cyclic. Rhythmic body movement
we are studying falls under the cyclic motion category with
high variation in the cycles.

Heisele and Woehler [15] recognise human pedestrian mo-
tion by tracking motion parellel to the image plane. Xiog
et al. tracked hands short oscillatory motion during natural
speech using wavelet analysis [26]. Tsalet al. [25] recognised
cyclic motion by manually tracking the joints of the body
and using Fourier transforms and autocorrolation for cycle
detection. Self-similarity and autocorrellation were widely
used for the detection of the cyclic motion [25, 24]. Autocor-
relation analysis does not work for the non-uniform rhythmic
gestures of the body because of the irregularity in the peri-
odicity of the motion. Naveda and Leman [20] used Period-
icity Transform to analyse periodicity of dance movements.
Anaylsis of dance movements depends on the synchrony be-
tween the movements and the music beat, which limits the
variability in the frequency of the motion. Moreover, most
of the work uses only intensity information which makes it
hard to capture motion perpendicular to the image plane.

With the availability of cheap consumer depth sensors,
recent studies looked at ways of fusing depth and intensity
information to achieve better results in tracking of rigid and

non-rigid objects, especially in the face tracking field. Incor-
porating 3D depth information provided by consumer depth
cameras with intensity information proved to improve track-
ing of the head and face [19, 1]. Tracking of body parts such
as the hand [21, 17] using depth information was proved suc-
cessful as well. However, most of this work fails during hand
occlusion with other body parts, such as hands touching face
or hands crossing.

3. RHYTHMIC GESTURES IN
PSYCHOLOGICAL DISTRESS

Rhythmic gestures are a set of gestures that are under-
studied in the field of automatic detection of nonverbal vi-
sual cues. From research in psychology, certain rhythmic
gestures were seen with greater frequency in clinical popu-
lations.

Fidgeting - which includes gestures such as tapping or
rhythmically shaking hands or feet - is often seen and re-
ported in both anxiety and depression [14]. Depressed pa-
tients also often engage in “self-adaptors” [12] , such as rhyth-
mically touching, hugging or stroking parts of the body or
self-grooming, such as repeatedly stroking their hair [14].

Scherer et al. [23] studied indicators of psychological dis-
tress, including Depression, Anxiety and PTSD. They demon-
strated that subjects with psychological conditions exhibit
on average longer self-touches and fidget with both hands
(e.g. rTubbing, stroking) and legs (e.g. tapping, shaking).
Their studies of body gestures depend on manual annotation



since there are no automatic behavior descriptors currently
available that robustly detect these behaviors.

Moreover, individuals with autistic spectrum disorder ex-
hibit rhythmic body behaviours, namely self-stimulatory be-
havior [3, 16]. As defined in [16], self-stimulatory behavior
consists of repetitive, stereotyped behavior that has no ap-
parent functional effects on the environment, such as body
rocking, hand-waving, and head-weaving [16].

The importance of these rhythmic gestures as indicators
for different psychological disorders was the main motiva-
tion to study automatic descriptors to detect and localise
these behaviours. Detection of these gestures is challenging
because they consist of cycles that repeat over time in a sim-
ilar pattern but can vary in amplitude and frequency. They
are rhythmic movements - typically at a frequency of 0.5 -
2.5 Hz - similar in nature to rhythmic movements described
by Dyken et al. [11]. Besides detection, localising the body
area that exhibits this motion is vital for psychologists, as
different types of rhythmic movements can be indicators for
different types of disorders.

We study rhythmic gestures in three areas:

1. Hands fidgeting: This includes self-adaptors and hand
fidgets, such as hand tapping, stroking, grooming, play-
ing with face, fingers or the hair, and similar fidgeting
behaviors

2. Legs fidgeting: This is similar to the hand fidgets and
includes behaviors such as leg shaking and foot tapping

3. Rocking: This includes forward-backward body rock-
ing and side-to-side rocking

4. RHYTHMIC GESTURE DESCRIPTOR

In order to develop a descriptor for these rhythmic body
movements, we are faced by a set of challenges that rise

mainly from the high variability in the gestures being tracked.

We want to be able to track gestures that varied from thumbs
twiddling to body rocking. The main challenges in designing
robust rhythmic gesture descriptors are:

e Irregularity in the periodicity of the motion. In
one gesture, cycles usually differ in frequency and am-
plitude. Moreover, we want our descriptor to detect
different types of gestures that vary among themselves
as well, for example the signal characteristics of hands
fidgeting is different than legs shaking. Individual dif-
ferences is another factor that affects the nature of the
rhythmic movement

e Non-rigid tracking. Tracking of the motion involves
tracking of different body parts that are non-rigid and
deformable especially during the rhythmic motion. For
example, hand fidgeting can exhibit different articula-
tion especially during the rhythmic motion. Moreover,
tracking of body parts using joints positions only will
not generate accurate measures due to body parts oc-
clusions and different body parts articulation during
the motion

e Multidimensional motion. The rhythmic motion
we are interested in involves motion in three directions.
Extracting motion information from intensity images
only can miss some motion components that are per-
pendicular to the image plane. Meanwhile, tracking

body parts from depth images only can miss motion
parallel to the image plane that does not involve signif-
icant change in the depth value, like motion involving
body parts occluding each other such as hand rubbing
arm

To meet these challenges, we propose a rhythmic motion
descriptor. Figure 1 outlines the main building blocks of our
approach. We address the non-rigid tracking by extracting
tracklets and defining their kinetic region around different
body parts. We handle the irregularity in the periodicity of
the motion by introducing a rhythmic measure that does not
depend on exact matching of cycles. To capture the multidi-
mensional motion, multimodal fusion of depth and intensity
tracklets is performed. These main steps are described in
detail in the following sections.

4.1 Multidimensional tracklets

We avoid tracking of the non-rigid deformable body parts,
by extraction of multidimensional tracklets. Tracklets are
points of interest that are tracked over space and time.

Since the motion we are tracking can happen either paral-
lel or perpendicular to the image plan, we extract tracklets
in three dimensions: X,Y and Z. From the intensity im-
ages, tracklets are defined by extracting local feature-based
keypoints from the intensity images- such as Speeded Up
Robust Features (SURF) or Scale-Invariant Feature Trans-
form (SIFT) keypoints - that are tracked over time to esti-
mate their motion trajectories. We reinitialise and update
the keypoints during the tracking in order to handle new
features that can appear during the motion. Tracking these
keypoints provides motion trajectories of the motion in the
X and Y directions. For the Z direction, we do not use the
same feature based keypoints extractions because interest
points detection is not as reliable with the smooth depth
signal. That is why we sample the depth image at a high
density to maximise the performance of the tracking. Depth
tracklets are defined by the depth value at every other pixel
position. Implementation details of tracklet extraction are
explained in section 4.4.

4.2 Rhythmic measure

As described above, irregularity of the rhythmic motion
is one of the main challenges we faced. Moreover, individ-
ual differences add to the possible variability of the signal
tracked. Due to the nature of this rhythmic signal, tech-
niques that depend on exact matching of cycles like Fourier
transforms and autocorrelation fail to detect cycles in our
tracklets.

To handle this, we define a rhythmic measure that checks
the similarity among the cycles in the extracted tracklets.
The main idea is to define a set of constraints that are rigid
enough to differentiate between rhythmic and non rhythmic
motion in the tracklets and flexible enough to handle the
high variability in and among different gestures tracked.

First, we extract local maximas and minimas in every
tracklet to define the cycles. Since we are interested in
prolonged rhythmic motion, we assume that the repetitive
motion starts to be rhythmic if it repeats for more than
three cycles. Thus, we can avoid erroneously capturing
short repetitive gestures such as hand gestures accompany-
ing speech. We analyse every tracklet in a sliding window
W every four consecutive peaks.



Figure 2: Kinetic regions around 15 joints posi-
tions obtained from Microsoft Kinect SDK skeleton
tracker. Multimodal tracklet features are extracted
from these regions and fused to localise the rhythmic
motion

A similarity measure test is then applied on every win-
dow in the tracklets to identify the rhythmic movement. To
reinforce the oscillatory nature of the repetitive movement,
we check if one local minima exists between every two con-
secutive peaks (maximas) in the window. Since the motion
we are interested in varies in frequency between 0.5 Hz to
2Hz, tracklet segments with frequencies below and above
this range are considered non-rhythmic. Finally, a maxi-
mum difference between the size of the three cycles in a given
window is set to one second, which means there should not
be more than one second difference between any two cycles
in the same window.

If a window W; in a tracklet ¢; passes the rhythmic mea-
sure test, we output a ‘cycle’ at this pixel position in the
frames in W;.

4.3 Kinetic regions for multimodal fusion

Since we are interested in tracking motion related to dif-
ferent body parts, we define kinetic regions, which are 15
regions of 50x50 pixels around body joint positions. They
are used for localising the detected rhythmic motion. Track-
lets that fall inside these regions are assigned an attribute
representing the kinetic region they belong to. The result
of the rhythmic measure of all the tracklets in one kinetic
region represents one feature in our feature vector. Features
are extracted from depth and intensity tracklets in the 15
kinetic regions and fused for multimodal classification.

4.4 Implementation details

As a proof of concept, we implement our approach in de-
tecting rhythmic motion and use a non-linear classifier to
test its performance in localising rhythmic body movements.

For the tracklet extraction in the X and Y directions,
keypoints are extracted using SURF [2] features and up-
dated every 100 frames to add new local features gener-
ated from the motion. Keypoints are tracked using Pyra-
midal OpenCV implementation [5] of Lucas-Kanade optical
flow [18]. Tracklets in the Z dimension are obtained from

the depth values in the depth map obtained from Kinect
sensor at every other pixel position.

For every tracklet obtained from the keypoints tracking
in the intensity image and depth pixel values for the depth
image, a set of signal smoothing steps are applied. A median
filter is used to suppress narrow impulses while preserving
smoother regions of the trajectory [25]. To normalise the
signal, we subtract the mean value of the signal from each
value at time ¢t. Then the local maximas and minimas are
extracted to detect the signal peaks.

In every sliding window in the tracklets, the rhythmic
measure test explained in section 4.2 is applied to test if
this window has a rhythmic movement at this specific pixel
position or not. Applying a sliding window analysis on the
motion trajectory level - rather than a unified sliding window
on the frame level - allows for tracking of rhythmic move-
ments of different frequencies. As described in section 3, the
frequency of the rhythmic movements we are tracking can
vary from 0.5 to 2 Hz , which means that the window of the
repetitive motion of four peaks can span from 2 to 8 seconds
(60 to 240 frames). We added a constraint on the minimum
peak value in the Z trajectory to avoid the noisy low value
spikes in the depth input from Microsoft Kinect. This is set
empirically to 100. If a more accurate depth sensor is used,
this constraint can be removed.

If a window W; in a trajectory ¢; (where i is the pixel
position in the Z trajectory or a keypoint position in the X
and Y trajectories) passes the similarity measure test, we
output a ‘cycle’ - which is a boolean value - at this pixel
position in the frames in W;.

Kinetic regions are defined by 15 regions of 50x50 pixels
around 15 joint positions obtained from Microsoft Kinect
SDK skeleton tracker (figure 2). The joints we used are
Head, Neck, Torso, Left/right shoulder, Left/right elbow,
Left/right wrist, Left/right hip, Left /right knee and Left /right
ankle. Multimodal feature vectors are then calculated for ev-
ery kinetic region, as the total number of positive outputs
from all the tracklets in this region. Three feature vectors,
representing X, Y and Z tracklets are then fused into a
multi-class non-linear Support Vector Machines (SVM) clas-
sifier. A Radial Basis Function (RBF) kernel is used. We
use LibSVM (7] for SVM’s implementation.

S. EVALUATION AND RESULTS

We evaluate our approach on a dataset of acted gestures
that include different rhythmic gestures. We compare our
approach with majority vote baseline classification. We also
compare classification results using single modality features
to multimodal features, namely depth and intensity features.

5.1 Dataset description

We collected a dataset of acted rhythmic gestures. T'wenty
participants (12 males and 8 females) were recruited via uni-
versity mailing list. They were asked to perform a set of
rhythmic gestures imitating the gestures found in the Dis-
tress Assessment Interaction Corpus (DAIC) [23], that are
believed to be correlated with psychological distress. The
recorded gestures can be organised in three categories:

e Hands fidgeting: This category includes self- adaptors
such as repetitive hand-touching-face gestures (hand
scratching forehead, chin and cheeks). It also includes



Predicted Multimodal classification per gesture
Ground Truth Non-Rhythmic | Hands | Legs | Rocking || Precision | Recall Fl-score
Non-Rhythmic 26683 11512 6099 5510 53% 54% 54%
Hands 10235 21266 | 3618 1968 57% 57% 57%
Legs 11457 3871 | 16125 997 62% 50% 55%
Rocking 1513 933 22 19806 70% 89% 78%
Total recognition rate - Accuracy (Multimodal classification) 59%
Total recognition rate - Accuracy (Majority vote baseline) 35%

Table 1: Confusion matrix showing classification results of fusing intensity and depth features.

The last

two rows compare recognition rate (accuracy) of our approach to majority vote classification baseline. Total
accuracy of our mutlimodal classification is significantly higher than the baseline classifier.

hand rubbing arm, hand scratching on the other hand,
and thumb twiddling

e Legs fidgeting: This category includes foot/leg shaking
and foot tapping

e Rocking: This category includes body rocking back
and forth and body rocking side to side

Although participants were told to act the rhythmic ges-
tures, each participant performed the gesture in his/her style.
Each gesture was performed for a period of around 20 sec-
onds. Moreover, after each category, participants were asked
to perform other gestures that involved moving hands and
legs in a way similar to the rhythmic gestures but not in a
repetitive manner. The reason to include this set of non-
rhythmic gestures is to test our system ability to recognise
the rhythmic gestures among other similar gestures.

For recording, we used Microsoft Kinect sensor to cap-
ture colour and depth data. Each video is ~3.5 minute long
(u=T7081 frames). After the data collection, each frame was
labelled with one of four labels: non-rhythmic , hands fid-
geting, legs fidgeting or rocking. The labeled dataset will be
made publicly available for the research community.

5.2 Classification results

We use a non-linear SVM classifier to detect and localise
rhythmic gestures in the dataset of acted rhythmic gestures.
We classify the gestures as one of four classes : Non-rhythmic
motion, hands rhythmic motion, legs rhythmic motion or
torso rhythmic motion (rocking). Depth and intensity fea-
tures obtained from our rhythmic descriptor are fused into a
four-class non-linear Support Vector Machines (SVM) clas-
sifier. A Radial Basis Function (RBF) kernel is used. The
optimal parameters for the SVM are automatically obtained
using a 4-fold testing hold-out validation, by holding 5 par-
ticipants out for testing at each iteration. Experiments are
performed in a user-independent approach, as none of the
participants in the test set are used for validation or testing.
The penalty parameter ¢ and the RBF kernel parameter v
are varied from 10 with k=-2, -1, 0, 1, 2. The optimal
parameters obtained for ¢ and 7 are 1 and 0.01 respectively.

Table 1 shows the confusion matrix and classification recog-
nition rates (precision, recall and Fl-score) of our multi-
modal classifier. Our classifier achieves a total accuracy
rate of 59%, which is significantly higher than a majority
vote baseline classifier. The baseline classification recogni-
tion rate is 35%. We performed a paired- sample t-test to
compare the total recognition rate per participant for the
20 participants between our approach and the majority vote

baseline. A p value < 0.001 was obtained, which indicates
that our approach recognition rates are significantly higher
than the baseline.

The Fl-scores for the non-cyclic, hands, legs and rock-
ing classes are 54%, 57%, 55% and 78% respectively. Our
descriptor achieves a high F1 score of 89% for the rocking
rhythmic motion. Rocking usually involves rhythmic mo-
tion in many kinetic regions around head, neck, shoulders,
torso and may be hands. This means that the rhythmic
motion will definitely be captured by our tracklets. On the
other hand, hands and legs categories include gestures in-
volving rhythmic motion around fewer kinetic regions, such
as thumbs twiddling that involves rhythmic motion in the
hands region only or foot tapping that involves rhythmic
motion in the kinetic regions around foot and knee. Some of
this motion will be difficult to by captured in the depth map
because of the relatively low resolution of the Kinect sensor
to capture motion on the fingers level. This means that clas-
sification for these gestures mainly depends on the intensity
features, which might affects the recognition rate. Using a
higher resolution depth sensor can increase the recognition
rate for these classes. Moreover, the mis-classification in-
stances might be caused by the fact that rhythmic motion
in some body parts can be propagated to other body parts.
For example, foot tapping gesture can include slight rhyth-
mic motion in the torso as well.

To compare single modality to multimodal feature fusion,
we evaluate the classification using depth features only and
intensity features only. A Radial Basis Function (RBF) ker-
nel SVM is also used. We validate the SVM parameters
using the same 4-fold testing hold-out validation approach.
Figure 3 shows a a bar-chart comparing the average classifi-
cation accuracies of the baseline majority vote classification,
classification using depth features only, classification using
intensity features only and multimodal classification. Single
modality classification approaches achieve similar recogni-
tion rates: 49% for the depth only classification and 50%
for the intensity only classification. Paired- sample t-test
performed among all the pairs showed significant difference
between multimodal approach and single modality (either
depth or intensity). There was no significant difference be-
tween depth only classification and intensity only classifi-
cation. This indicates that depth and intensity tracklets
complement each other and demonstrates that multimodal
fusion of depth and intensity features significantly increase
the performance of recognition and localisation of different
rhythmic body movements.
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Figure 3: Comparing average classification accura-
cies shows significant increase in classification per-
formance when we combine intensity and depth
modalities. [ *** p<0.001)]

6. DISCUSSION AND FUTURE WORK

We presented an automatic descriptor that can detect and
localise rhythmic body movements, that are believed be as-
sociated with different clinical conditions, such as depres-
sion, anxiety, PTSD and autism. We propose the use of
multidimensional tracklets to extract intensity and depth
motion features around kinetic regions. We also propose
the use of a similarity measure, rather than exact matching
of cycles in the rhythmic motion to detect rhythmic gestures
that varies in frequency and amplitude. Using a non-linear
SVM classifier, our multimodal approach can successfully
detect rhythmic body movements and localise them in three
categories: hands rhythmic motion, legs rhythmic motion
or body rocking. We compare our multimodation classifi-
cation approach with a majority vote baseline classification
and shows that our approach significantly outperforms the
baseline classifier. Comparing our multimodal approach to
single modality classification shows significant increase in
the recognition rate when using both depth and intensity
features, demonstrating the importance of fusing depth and
intensity features in tracking gesture dynamics.

For future work, we would like to explore further classi-
fication of the rhythmic motion as separate gestures. This
can be done by defining categories inside our current three
rhythmic motion categories. For example, instead of defin-
ing a gesture as rhythmic hand motion, we classify it as ei-
ther hand-touching-face, hand-on-hand fidgeting or thumbs
twiddling. This will probably need the use of higher resolu-
tion depth sensors to capture motion in small areas of the
body. We also plan to test our approach on a spontaneous
dataset of participants with clinical conditions, such as the
Distress Assessment Interaction Corpus (DAIC) [23]. Fu-
ture work also includes testing our multimodal features us-
ing different classifiers that incorporate temporal features.
Because of the continuous nature of the rhythmic gestures,
this can lead to better performance.
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