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Abstract
P2P systems are a natural way of supporting group-

communication applications in MANETs. In this paper we
discuss our experiences in developing such an application
in the real world. We highlight limitations of legacy P2P
systems, and show that solutions based on cross-layer opti-
misations are very promising.

1 Introduction
One of the most interesting class of applications that

can be envisaged for MANETs is represented by group-
communication applications. In the framework of the Mo-
bileMAN Project [6], we are investigating the viability of
developing such kind of applications in MANETs. To this
end, we developed the Whiteboard application (WB), which
implements a distributed whiteboard among MANET users.
WB usage is very intuitive (see Figure 1). Each MANET
user runs a WB instance on her device, selects a topic she
wants to join, and starts drawing on the canvas. Drawings
are distributed to all nodes, and rendered on each canvas.
We believe that these simple, “Plug&Play” applications will
be of great value for MANET users.

Developing this kind of applications in MANETs is a
challenging task. In this paper we present the networking
solutions we have envisaged and tested to this end. We
present alternative networking frameworks for supporting
WB-like applications (Section 2). Then, we compare a
standard P2P system (Pastry [8]) with CrossROAD [5], the
P2P system optimised for MANETs that we have designed
within these frameworks (Section 3). Advantages of the
CrossROAD approach are presented by means of experi-
mental results in Section 4. Finally, Section 5 concludes the
paper.

2 WB integration in MANETs
Group-communication applications such as WB are dis-

tributed, self-organising, decentralised in nature. Design-
ing them on top of P2P systems allows for great flexibil-
ity and ease of development. Figure 2 depicts the abstrac-
tions we have used to support WB. The network level pro-
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Figure 1. The WB application interface

vides basic connectivity among nodes through IP-like rout-
ing and transport protocols. On top of them, the overlay
level builds a P2P overlay network comprising nodes that
participate in the WB application. The overlay abstraction
is the fundamental substrate for any P2P application, pro-
viding functionalities such as logical node addressing (in-
stead of topological, IP-like addressing) and subject-based
routing. Finally, an additional multicast level is used to ef-
ficiently distribute contents generated by application users
to all nodes in the overlay. These abstractions make devel-
oping group communication applications quite straightfor-
ward. They hide the complexity of low-level communica-
tions, group management, and data distribution, and provide
a robust, flexible, self-organising networking environment.

Figure 3 shows the complete networking solutions we
have used to support WB in real-world MANETs. We
have defined a first architecture (referred to aslegacy), that
uses state-of-the-art components for implementing the ab-
stractions in Figure 2. Specifically, it uses either AODV
[1] or OLSR [7] at the network level, Pastry [8] at the
overlay level, and Scribe [2] at the multicast level. While
AODV and OLSR are standard representative for ad hoc
reactive and proactive routing protocols, respectively, Pas-
try and Scribe have been designed for wired networks.
Evaluating the performance of the legacy architecture in-
dicates weaknesses of these components, and ways to im-
prove them. The architecture depicted on the right-hand
side of Figure 3 has been proposed in [4] as across-layer
solution, optimised for MANET environments. Its main
innovation consists in the NeSt component, which allows
cross-layer interactions by working as an intermediary be-
tween different-layer protocols. It is well-known that cross-
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Figure 2. Abstractions supporting WB
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layer interactions are a great benefit in MANETs. In ad-
dition, NeSt provides well-defined interfaces and data ab-
stractions to protocols. Therefore, it joins the advantages
of cross-layering and the scalability of traditional layered
approach. Specifically, it allows for easy replacement of
protocols, and avoids spaghetti-like network architectures.
As we will explain in the following section, CrossROAD
interacts through NeSt with a proactive routing protocol
(OLSR in this case) to optimise the creation and manage-
ment of the overlay network. In this paper we do not dis-
cuss any other MANET-optimised components that could
be integrated into the cross-layer architecture. However,in
the framework of the MobileMAN project, other such com-
ponents both at the routing level (Hazy Sighted Link State),
and at the multicast level (X-layer Scribe) are being devel-
oped and analysed.

3 Pastry vs. CrossROAD
Pastry generates an overlay network by organising nodes

in a logical ring. Specifically, it assigns to each node alogi-
cal identifier by hashing, for example, the node IP address.
Logical identifiers determine the node position in the ring.
In addition, messages are routed over the ring by following
a subject-based model, rather than a topology-based one.
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Figure 4. Cross-layer interactions between
CrossROAD and OLSR

An application wishing to send a messagem has to provide
a keyk linked to m. The k value is hashed to obtain an
identifier in the space of nodes’ logical ids, and the hashed
value of the key is used as the destination form. Pastry
then routes the message to the node in the ring whose id
is the closest one to the key hashed value. Subject-based
routing is the basis for several P2P services. For example,
Scribe exploits subject-based routing to build and maintain
multicast distribution trees.

To implement subject-based routing, Pastry builds at
each node a middleware routing table storing a subset of
other nodes’ ids. This table is initialised (during a bootstrap
phase) and updated (periodically) by exchanging informa-
tion with the other nodes. When adopted in MANETs, this
approach generates quite a lot of network overhead. Cross-
ROAD [5] provides the same Pastry functionalities through
the P2P commonAPI [3], but drastically reduces the over-
lay management traffic by exploiting cross-layer interac-
tions with a proactive routing protocol (OLSR in this case).
CrossROAD implements a Service Discovery protocol, rep-
resented in Figure 4. Applications running on CrossROAD
register themselves by specifying aservice id (step 1). The
list of service ids registered at the local node (Node A in
the figure) is maintained by the Cross-Layer Plugin (XL-
Plugin), which can be seen as a portion of the NeSt mod-
ule (step 2). The XL-Plugin embeds the list of service ids
into periodic Link-State Update packets generated by OLSR
(step 3). The XL-Plugin of remote nodes (Nodes B,C,. . . in
the figure) gets notified by the corresponding OLSR module
about the services available at Node A (step 4). This way,
the CrossROAD modules have complete knowledge of all
nodes running a particular service in the MANET, and are
thus able to build the corresponding overlay network with-
out generating any further management traffic (step 5). Fur-
thermore, upon topology changes, the status of the overlay
network converges as quickly as the routing protocol does.

4 Experimental Results
The networking solutions described in Figure 3 have

been implemented and tested in a read-world multi-hop ad
hoc network. Specifically, the testbed consisted of 8 homo-
geneous laptops, out of which 6 run the WB application,
and the remaining 2 were used just as routers. Experiments



have been run, which mimic the behavior of WB users con-
currently drawing strokes on their canvas. Users are repre-
sented by software agents that continuously interleave ac-
tive phases (during which they draw a burst of strokes), and
idle phases (during which they just receive others’ bursts).
Idle phase durations and burst sizes are exponentially dis-
tributed. A traffic load of 100% is defined as the load gen-
erated by a user drawing – on average – 1 stroke per second.

Due to space constraints, we cannot provide here de-
tailed measurements. Therefore, we discuss the outcomes
of some selected experiments, that allow us to highlight sev-
eral benefits induced by CrossROAD1. Table 1 shows the
aggregate throughput (in the sending and receiving direc-
tions) of each node during the Pastry 80% and CrossROAD
100% experiments, respectively2. These results account for
the traffic generated from the routing up to the application
level. We mark node C as “C(R)” since it was the root of
the Scribe tree. Finally, the last two rows show the average
throughput computed over the nodes running WB including
and excluding C, respectively. Overall, when CrossROAD
is used instead of Pastry, the throughput is drastically re-
duced. The average value over all nodes in the CrossROAD
setup is about one third of the average value in the Pas-
try setup. It should be noted that, due to Scribe mech-
anisms, the root node has to handle a far greater amount
of application-level traffic than other nodes. Therefore, the
throughput reduction due to CrossROAD can be better em-
phasised by focusing on the last row of the table. If we
exclude node C, the average throughput in the CrossROAD
setup is aboutone fourth of the average throughput in the
Pastry setup. Finally, we found that CrossROAD also im-
proves the stability of the Scribe tree. Table 2 shows the
number of sub-trees that are generated in Pastry and Cross-
ROAD setup, respectively. When Pastry is used, the Scribe
tree is often partitioned in several isolated sub-trees, result-
ing in nodes to be isolated from the rest of the network.
Instead, this misbehavior is always avoided when Cross-
ROAD is used. It can be shown that this misbehavior is
a byproduct of the Pastry network overhead and bootstrap
procedure.

5 Conclusions
In order to support P2P group-communication applica-

tions in MANETs, legacy network architectures designed
for P2Pwired networks are not the real solution. Specifi-
cally, such solutions require too much management traffic,
and tend to saturate the scarce MANET resources. Optimis-
ing the network stack components through cross-layering is
a very promising way. In this paper, we have highlighted

1In the Pastry case, we herafter show only results from OLSR experi-
ments, since OLSR generally allowed to achieve better performances than
AODV.

2We were not able to run Pastry experiments at 100% traffic load, be-
cause the testbed crashed due to excessive network load.

Node Pastry CrossROAD

A 16529 2966
B 21278 5069

C(R) 48542 21146
D 29066 7819
E 18047 5993
F 14964 4313

avg 24738 7884
avg (no C) 19977 5232

Table 1. Throughput (Bps) in the Pastry 80%
and CrossROAD 100% setup.

Load Pastry CrossROAD

20% 1 1
50% 2 1
80% (100%) 3 1

Table 2. Number of sub-trees at the Scribe
level.

drastic performance improvements by replacing Pastry with
CrossROAD, i.e., by utilising a cross-layer optimised P2P
substrate. Further improvements can be envisaged if also
the other P2P components (e.g., Scribe) would be optimised
according to the cross-layer paradigm.
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