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Abstract

The growing use of multimedia communication applications with specific bandwidth
and real-time delivery requirements has created the need for an Integrated Services
Internet in which traditional best-effort datagram delivery can coexist with additional
enhanced Quality Of Service(QOS) delivery classes. Such classes provide data flows
with QOS commitments with regard to bandwidth, packet loss and delay through the
reservation of network resources along the data path which can be done using the
Resource ReSerVation Protocol (RSVP). This paper isatutorial on how RSVP can
be used by end-applications to ensure that they receive the end-to-end QOS that they
require.

Keywords

Controlled-Load Service

Data Flow

Guaranteed Service

Integrated Services (1S)

One Pass with Advertising (OPWA)
Quality of Service (QOS)

ReSerV ation setup Protocol (RSVP)

This paper appeared in the May 1997 |ssue of |EEE Communications magazine



1.0 Introduction

The current Internet consists of a multitude of networks built from variouslink layer
tedhndogies and relies on the Internet Protocol (IP) to interwork between them. 1P
makes no assumptions abou the underlying protocol stadks and dfersan urreliable,
conredionlessnetwork layer servicethat is subjed to padket loss reordering and
padket dugication, al of which, together with queuing dlay in router buff ers will
increase with network load. Because of the ladk of any firm guarantees the traditional
I P delivery moddl is often referred to as ‘ best-eff ort” with an additional higher layer
end-to-end protocol such as the Transmisgon Control Protocol (TCP) being required
to provide end-to-end reliability. TCP does this throughthe use of such medanisms
as padet re-transmisson which further adds to the overall i nformation transfer delay.

For traditional non-red-time Internet traffic such as File Transfer Protocol (FTP) data
the best-eff ort delivery model of | P has not been a problem. However as we move
further into the age of multimedia communications many red-time gplications are
being developed that are delay-sensiti ve to the point where the best-eff ort delivery
model of IP can be inadequate even under modest network loads. Althoughthe
problem has been all eviated somewhat throughmaking certain appli cations adaptive
to network load where possble, thereis gill afirm neel to provide many appli cations
with additional service dasses off ering enhanced QOS with regard to bandwidth,
padket queuing celay andloss These alditional enhanced QOS delivery classes
would supdement the best-eff ort delivery servicein what could be described as an
Integrated Services Internet[2].

20 IETF Integrated Services

In resporse to the growing demand for an Integrated Services Internet the Internet
Engneeaing Task Force (IETF)[14] set up an Integrated Services (intserv) Working
Groud 15] which has sncedefined several service dassesthat if suppated bythe
routers traversed by a dataflow! can provide the data flow with certain QOS
commitments. By contrast best-eff ort traffic entering arouter will receve no such
service @mmitment and will have to make do with whatever resources are avail able.
Thelevel of QOS provided by these enhanced QOS classesis programmable ona
per-flow basis acording to requests from the end applicaions. These requests can be
pas=d to the routers by network management procedures or, more commonly, using
areservation protocol such as RSVP which is described in sedion 3 The requests
dictate the level of resources(e.g. bandwidth, buffer space that must be reserved
alongwith the transmisson scheduling kehaviour that must be install ed in the routers
to provide the desired end-to-end QOS commitment for the data flow.

In determining the resource dl ocaions necessary to satisfy arequest the router needs
to take acourt of the QOS suppat provided bythe link layer in the data forwarding
path. Furthermore, in the cae of a QOS-adive link layer such as ATM or certain
types of LAN the router isresporsible for negatiations with the link layer to ensure
that the link layer install s appropriate QOS suppat shoud the request be acceted.

1A data flow identifies the set of padkets to recéve spedal QOS. It isdefined bya ' Sesson
comprising the IP address transport layer protocol type and pat number of the destination along
with alist of spedfic sendersto that Sesgonthat are entitled to recave the spedal QOS. Each sender
isidentified by source aldress and pat number while it’s protocol type must be the same & for the
Sesson.



This mapping to link-layer QOS is medium-dependent and the mechanisms for doing
so are aurrently being defined by the Integrated Services over Speafic Lower Layers
(isdl) Working Group d the IETF[16]. In the cae of a QOS-passve link-layer such
as aleased-line the mapping to the link-layer QOS istrivial sincetransmisson
cgpadty is handed entirely by the router's padket scheduler.

Ead router must apply admisson control to requests to ensure that they are only
accepted if sufficient locd resources are avail able. In making this chedk, admisson
control must consider information suppied by end appli caions regarding the traffic
envelope that their data flow will fall within. One of the parametersin the traffic
envelope that must be suppied is the maximum datagram size of the data flow, and
shoud this be greaer than the MTU of the link then admisson control will rejed the
request sincethe Integrated Services models rely onthe assumption that datagrams
recaving an enhanced QOS classare never fragmented.

Once an appropriate reservation hes been install ed in ead router alongthe path, the
data flow can exped to receve an end-to-end QOS commitment provided no @th
changes or router fail ures occur during the lifetime of the flow, and provided the data
flow conforms to the traffic envelope supgied in the request. Service-spedfic
palicing and traffic reshaping adions as described in sedions 2.1 and 22 will be
employed within the network to ensure that non-conforming data flows do nd affed
the QOS commitments for behaving data flows. The IETF has considered various
QOS classes such as[1][6][10][12] althoughto date only two of these, Guaranteed
Servicd 10] and Controll ed-Load Servicg 12], have been formally spedfied for use
with RSVP[13].

2.1 Guaranteed Service

Guaranteed Servicg 10] provides an asaured level of bandwidth, afirm end-to-end
delay boundand no qeuing lossfor conforming padkets of adata flow. It isintended
for appli caions with stringent red-time delivery requirements such as certain audio
and video applicaionsthat use “play-bad” buffers and are intolerant of any
datagram arriving after their playbadk time.

Eadh router charaderises the Guarantead Servicefor a spedfic flow by allocaing a
bandwidth, R and bufer space B that the flow may consume. Thisis dore by
approximating the “fluid model” of servicg8][9] so that the flow effedively seesa
dedicaed wire of bandwidth, R between source and recaver. In aperfed fluid
model aflow conforming to atoken bucket of rate, r and depth, b will haveit’s delay
boundd by R provided R >=r. To alow for deviations from this perfed fluid
model in the router’s approximation?, two error terms, C and D are introduced.
Consequently the delay bound nev beacomes b/R + C/R + D. However with
Guaranteed Service alimit isimposed onthe pe& rate, p of the flow which resultsin
areduction d the delay bound In additi on, the padketisation effed of the flow needs
to be taken into acourt by considering the maximum padet size M. These
additional fadors result in amore predse bound orthe endto end queuing celay as
follows

(b-M)(p-R N (M + Ctot)

Qdelayendzena =
R(p-r) R

+Dtot (casep>R>=r) (1)

2 Among other things the router’s approximation must take account of the medium-dependent
behaviour of the link layer of the data forwarding path.



(M + Ctot)

Qdelayendzend = + Dtot (caseR>=p>=r) (2

Where Ctot and Dtot represent the summation of the C and D error terms respectively
for each router along the end-to-end data path.

In order for arouter to invoke Guaranteed Service for a specific dataflow it needsto
be informed of the traffic characteristics, Tspec of the flow along with the reservation
characteristics, Rspec. Furthermore to enable the router to calculate sufficient local
resources to guarantee a lossless service it requires the terms Csum and Dsum which
represent the summation of the C and D error terms respectively for each router along
the path since the last re-shaping point(see below).

Tspec parameters

p = peak rate of flow (bytes/second)
b = bucket depth (bytes)

r = token bucket rate (byes/second)
m = minimum policed unit (bytes)3
M = maximum datagram size (bytes)

Rspec parameters

R = bandwidth, i.e. service rate (bytes/second)
S = Slack Term (ms) (see section 3.6)

Guaranteed Service traffic must be policed at the network access points to ensure
conformance to the Tspec. The usual enforcement policy isto forward non-
conforming packets as best-effort datagrams* and if and when a marking facility
becomes availabl e these non-conforming datagrams should be marked to ensure that
they are treated as best-effort datagrams at all subsequent routers.

In addition to policing of data flows at the edge of the network Guaranteed Service
also requires reshaping of traffic to the token bucket of the reserved Tspec at certain
points on the distribution tree. Any packets failing the reshaping are treated as best-
effort and marked accordingly if such afacility is available. Reshaping must be
applied at any points whereit is possible for a data flow to exceed the reserved Tspec
even when all senders associated with the data flow conform to their individual
Tspecs. Such an occurrence is possible in the following 2 cases.

Firstly, at branch pointsin the distribution tree where the reserved Tspecs of the
outgoing branches are not the same. In this case the reserved Tspec of the incoming
branch is given by the *maximum’> of the reserved Tspecs on each of the outgoing
branches. Consequently some of the outgoing branches will have areserved Tspec
that isless than the reserved Tspec of the incoming branch and so it is possible that in
the absence of reshaping, traffic that conforms to the Tspec of the incoming branch

3 Policing will treat any |P datagram less than size m as being of size m.

4Action with regard to non-conforming datagrams should be configurable to allow for situations such
as traffic-sharing where the preferred action might be to discard non-conforming datagrams. This
configuration requirement also applies to reshaping.

5 Maximum according to rules defined in [3].



might not conform when routed through to an outgoing branch with a smaller
reserved Tspec. As aresult, reshaping must be performed at each such outgoing
branch to ensure that the traffic is within this smaller reserved Tspec.

Secondly, at merge points in the distribution tree for sources sharing the same
reservation since in these cases the sum of the Tspecs relating to the incoming
branches will be greater than the Tspec reserved on the outgoing branch.
Consequently when multiple incoming branches are each s multaneoudly active with
traffic conforming to their respective Tspecsit is possible that when thistrafficis
merged onto the outgoing branch it will violate the reserved Tspec of the outgoing
branch. Hence reshaping to the reserved Tspec of the outgoing branch is necessary.

2.2 Controlled-L oad Service

Unlike Guaranteed Service the Controlled-Load Service[12] providesno firm
guantitative guarantees. A Tspec for the flow desiring Controlled-L oad Service must
be submitted to the router as for the case of Guaranteed Service athough it is not
necessary to include the peak rate parameter. If the flow is accepted for Controlled-
Load Service then the router makes a commitment to offer the flow a service
equivalent to that seen by a best-effort flow on alightly loaded network. The
important difference is that the Controlled-L oad flow does not noticeably deteriorate
as the network load increases. Thiswill be true regardless of the level of load
increase. By contrast, a best-effort flow would experience progressively worse
service (higher delay and loss) as the network load increased. The Controlled-L oad
Serviceisintended for those classes of applications that can tolerate a certain amount
of loss and delay provided it is kept to areasonable level. Examples of applicationsin
this category include adaptive real-time applications.

Routers implementing the Controlled-Load Service must check for conformance of
Controlled-Load data flows to their appropriate reserved Tspecs. Any non-
conforming Controlled-L oad data flows must not be allowed to affect the QOS
offered to conforming Controlled-L oad data flows or to unfairly affect the handling
of best-effort traffic. Within these constraints the router should attempt to forward as
many of the packets of the non-conforming Controlled-Load data flow as possible.
This might be done by dividing the packets into conforming and non-conforming
groups and forwarding the non-conforming group on a best effort basis.
Alternatively, the router may choose to degrade the QOS of all packets of a non-
conforming Controlled-Load data flow equally.

Resour ce ReSerVation Protocol (RSVP)

The Resource ReSerVation Protocol RSV P[ 3] was designed to enable the senders,
receivers and routers of communication Sessions(either multicast or unicast) to
communicate with each other in order to set up the necessary router state to support
the services described in sections 2.1 and 2.2. It isworth noting that RSVP is not the
only IP reservation protocol that has been designed for this purpose. Othersinclude
ST-11[11] and ST-I1+[5] which incidently contain some interesting architectural
differences to RSV P such as the use of hard-state and sender-initiated® reservations

6 ST-11+ permits both sender and receiver-initiated reservations, ST-11 permits sender-initiated
reservations only.



rather than soft-state’ and receiver-initiated reservations asin RSV P. However for the
rest of thistutorial the only reservation protocol we consider is RSVP since currently
this has the most industry support. For further discussion on the mentioned
alternatives the interested reader can refer to [7].

RSVP identifies a communication Session by the combination of destination address,
transport layer protocol type and destination port number. It isimportant to note that
each RSV P operation only appliesto packets of a particular Session and as such
every RSV P message must include details of the Session to which it applies. For the
remainder of thistutorial it will be assumed that any discussion isfor asingle Session
only. In addition, although RSV P is applicable to both unicast and multicast Sessions
we concentrate on the more complicated multicast case. Also we do not discuss the
security issues of RSV P or any billing that may be necessary to exert backpressure on
the use of reservations.
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PathErr
- - -
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Figure 1: Direction of RSVP messages.

RSVP isnot arouting protocol; it is merely used to reserve resources along the
existing route set up by whichever underlying routing protocol isin place. Figure 1
shows an example of RSVP for amulticast Session involving one sender, S1 and 3
receivers, RCV1 - RCV3. The primary messages used by RSV P are the Path message
which originates from the traffic sender and the Resv message which originates from
the traffic receivers. The primary roles of the Path message are firstly, to install
reverse routing state in each router along the path and secondly, to provide receivers
with information about the characteristics of the sender traffic and end-to-end path so
that they can make appropriate reservation requests. The primary role of the Resv
message is to carry reservation requests to the routers along the distribution tree
between receivers and senders. Returning now to Figure 1, as soon as S1 has data to
send it begins periodically forwarding RSV P Path messages to the next hop, R1 down
the distribution tree. RSV P messages can be transported ‘ raw’ within |P datagrams
using protocol number 46 although hosts without this raw I/O capability may first
encapsul ate the RSV P messages within a UDP header.

7 With hard-state the network is responsible for reliably maintaining router state whereas with soft-
state the responsibility is passed to the end-systems which must generate periodic refreshes to
prevent state timeout.



3.1 Path Messages

Each Path message includes the following information

» Phop the aldressof the last RSV P-capable noce to forward this Path message.
This addressis updated at every RSV P-cgpable router alongthe path.

» The Sender Template, afilter spedficaionidentifying the sender. It contains the
IP addressof the sender and ogionally the sender port(in the cae of 1Pv6 aflow
label may be used in placeof the sender port).

* The Sender Tspecdefining the sender traffic charaderistics.

* An opional Adspec @ntaining OPWA information(seesedions 3.3 and 34)
which isupdated at every RSV P-cgpable router alongthe path to attain end-to-end
significance before being presented to recavers to enable them to cdculate the
level of resources that must be reserved to oltain a given end-to-end QOS.

3.2  Processing and Propagation of Path M essages by Network Routers

Ead intermediate RSV P-capable router alongthe distribution treeintercepts Path
messages and chedks them for validity. If an error is deteded then the router will
drop the Path message and send a PathErr message upstream to inform the sender
who can then take gppopiate adion. Assuming the Path message is valid the router
does the following:

» Update the path state entry for the sender identified by the Sender Template. If no
path state exists then crede it. Path state includes the Sender Tspec the address
Phop d the previous hop ustream router and ogionally an Adspec The Phop
addressneadsto be stored in order to route Resv messagesin the reverse diredion
up the tree The Sender Tspecprovides a celi ngto clip any inadvertently over-
spedfied Tspecs subsequently receved in Resv messages

* Set cleanuptimer equal to cleanuptimeout interval and restart timer.

Asxciated with eat path state entry isa deanuptimer, the expiration d which
triggers deletion d the path state. Expiration d the timer will be prevented if a Path
message for the entry isreceved at least once every cleanuptimeout interval. Thisis
the so-cdl ed RSV P “soft state” mecdhanism and ensures that state automaticdly times
out if routing changes whil e subsequent Path messagesinstall state dongthe new
routing peth. In thisway the use of soft-state rather than hard-state helpsto maintain
much of the robustnessof the initial Internet design concepts whereby all flow-
related state was restricted to the end systemg[4].

Therouter is also resporsible for generating Path messages based onthe stored path
state and forwarding them down the routing treemaking sure that for ead outgoing
interfacethe Adspeqseesedion 33) and Phop obeds are upceted acaordingly. Path
messages will be generated and forwarded whenever RSV P deteds any changesto
stored path state or isinformed by the underlying routing protocol of a dhangein the
set of outgoing interfaces in the data forwarding peth. Otherwise, a Path message for
eadt spedfic path state entry is creaed and forwarded every refresh period timeout
interval in order to refresh davnstream path state.



The refresh period timeout interval is several times smaller than the cleanup timeout
interval so that occasional lost Path messages can be tolerated without triggering
unnecessary deletion of path state. However it is still recommended that a minimum
network bandwidth be configured for RSV P messages to protect them from
congestion losses.

Although all path state would eventually timeout in the absence of any refreshesvia
Path messages, RSV P includes an additional message, PathTear to expedite the
process. PathTear messages travel across the same path as Path messages and are
used to explicitly tear down path state. PathTear messages are generated whenever a
path state entry is deleted and so a PathTear message generated by a sender will result
in deletion of all downstream path state for that sender. It is recommended that
senders do this as soon as they leave the communications Session. Also, deletion of
any path state entry triggers deletion of any dependent reservation state(see section
3.5).

3.3 Adspec

The Adspec is an optional object that the sender may include in it's generated Path
messages in order to advertise to receivers the characteristics of the end to end
communications path. This information can be used by receivers to determine the
level of reservation required in order to achieve their desired end to end QOS. The
Adspec consists of a message header, a Default General Parameters fragment and at
least one of the following; Guaranteed Service fragment, Controlled-Load Service
fragment. Omission of either the Guaranteed or Controlled-Load Service fragment is
an indication to receivers that the omitted service is not available. This feature can be
used in amulticast Session to force all receiversto select the same service. (At
present RSV P does not accommodate heterogeneity of services between receivers
within agiven multicast Session).

The Default General Parameters fragment includes the following fields which are
updated at each RSV P-capable router along the path in order to present end-to-end
valuesto the receivers.

*  Minimum Path Latency (summation of individual link latencies). This parameter
represents the end-to-end latency in the absence of any queuing delay. In the case
of Guaranteed Service, receivers can add this value to the bounded end-to-end
gueuing delay to obtain the overall bounded end-to-end delay.

» Path Bandwidth (minimum of individual link bandwidths along the path)

» Global Break bit - Thishit is cleared when the Adspec is created by the sender.
Encountering any routers that do not support RSV P will result in this bit being set
to onein order to inform the receiver that the Adspec may be invalid.

» Integrated Services(IS) Hop count - incremented by one at every RSV P/I1S-capable
router along the path.

* PathMTU - Path Maximum Transmission Unit (minimum of MTUs of individual
links along the path).

Correct functioning of IETF Integrated Services requires that packets of a data flow
to receive the special QOS are never fragmented. This also means that the value of M
in the Tspec of areservation request must never exceed the MTU of any link that the
reservation request appliesto. A receiver can ensure that this requirement is met by



setting the value of M in the Tspec of it’s reservation request to the minimum of the
PathMTU valuesreceived in ‘relevant’ Path messages. A Path messageisrelevant if
it originated from a sender that is captured in the intended reservation request in
accordance with the reservation Styles described in section 3.5. Thevalueof M in
each generated reservation request may be further reduced on the way to each sender
if merging of Resv messages occurs(see section 3.5). The minimum value of M from
the Tspec of each Resv message? received by the sender should then be used by the
sending application as the upper limit on the size of packets to receive special QOS.
In this way fragmentation of these packets will never occur. It isworth noting that
[13] recommends that the value of M in the Sender Tspec, which has played no part
in the above MTU negotiation process, should be set equal to the maximum packet
size that the sender is capable of generating rather than what it is currently sending.

The Guaranteed Service fragment of the Adspec includes the following fields which
are updated at each RSV P-capable router along the path in order to present end-to-
end values to the receivers.

Ctot - end to end composed value for C.

Dtot - end to end composed value for D.

CSum - composed value for C since last reshaping point.

DSum - composed value for D since last reshaping point (CSum and Dsum values

are used by reshaping processes at certain points along the distribution tree).

» Guaranteed Service Break Bit - This bit is cleared when the Adspec is created by
the sender. Encountering any routers that do support RSVF/IS but do NOT
support Guaranteed Service will result in this bit being set to onein order to
inform the receiver that the Adspec may be invalid and the service cannot be
guaranteed.

» Guaranteed Service General Parameters Headers/Values - These are optional but if

any are included then each one overrides the corresponding value given in the

Default General Parameters fragment as far as areceiver wishing to make a

Guaranteed Service reservation is concerned. These override parameters could for

example be added by routers along the path that have certain service-specific

requirements. For example arouter may have been configured by network
management so that Guaranteed Service reservations can only take up a certain
amount, Bgs of the outgoing link bandwidth. Consequently if the Default Path

Bandwidth value in the Adspec to be sent out of thisinterface is greater than Bgs

then a Guaranteed Service Specific Path Bandwidth header and value equal to Bgs

may be included in the Adspec. Asfor Default General Parameters, any Service-

Specific General Parameters must be updated at each RSV P hop.

The Controlled-L oad Service fragment of the Adspec includes the following fields
which are updated at each RSV P-capable router along the path in order to present
end-to-end values to the receivers.

» Controlled-Load Service Break Bit - This bit is cleared when the Adspec is created
by the sender. Encountering any routers that do support RSVP/IS but do NOT
support Controlled-Load will result in this bit being set to one in order to inform
the receiver that the Adspec may be invalid and the service cannot be guaranteed.

8 In cases where the last hop to a sender is a shared medium LAN the sender may receive Resv
messages across the same interface from multiple next hop routers.
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» Controlled-Load Service General Parameters Headers/\VValues - Asfor the
Guaranteed Service fragment, override Service-Specific General Parameters may
be added to the Controlled-Load Service fragment.

34  Making a Reservation using One Passwith Advertising (OPWA)

One Path With Advertising(OPWA) refersto the reservation model for the case
where the sender includes an Adspec in it's Path messages to enable the receiver to
determine the end-to-end service that will result from a given reservation request. If
the sender omits the Adspec from it's Path messages then the reservation model is
referred to smply as One Pass in which case there is no easy way for the receiver to
determine the resulting end-to-end service. Here we consider the OPWA case.

Let us assume that the sender omits the Controlled-Load Service data fragment from
the Adspec thereby restricting each receiver to reservation of Guaranteed Service
only. Upon receiving Path messages the receiver extracts the following parameters
from the Sender Tspec contained therein: r, b, p, m. In addition the following are
extracted from the Adspec: Minimum Path Latency, Ctot, Dtot, PathMTU, Path
Bandwidth.

The required bound on end-to-end queuing delay, Qdelreq is now calculated by
subtracting the Minimum Path Latency from the value of end-to-end delay required
by the receiver’s application. Typically, the receiver would then perform an initial
check by evaluating equation (2) for R equal to the peak rate, p. If the resultant delay
was greater than or equal to Qdelreq then equation (2) would be used for calculation
of the minimum value of R necessary to satisfy Qdelreq. Otherwise equation (1)
would be used for this purpose. This minimum value of R isthen obtained by
inserting Qdelreq into either equation (1) or (2) along with M(given by PathMTU),
Ctot, Dtot, r, b, p, as appropriate. If the obtained value of R exceeds the Path
Bandwidth value as obtained from the Adspec of the received Path message then it
must be reduced accordingly. The receiver can now create a reservation specification,
Rspec comprising firstly the calculated value, R of bandwidth to be reserved in each
router, and secondly a Slack Term that isinitialised to zero®. The Rspec can now be
used in the creation of a Resv message which also includes the following:

» Anindication of the reservation style which can be FF, SE or WF (see section 3.5)

» A filter specification, Filterspec (omitted for the case of WF reservation style).
Thisisused to identify the sender(s) and the format is identical to that of the
Sender Template in a Path message.

» A flow specification, Flowspec comprising the Rspec and a traffic specification,
Tspec. Tspec isusually set equal to the Sender Tspec except M will be given by
PathMTU obtained from the received Adspec.

» Optionaly areservation confirm object, ResvConf containing the IP address of the
receiver. If present this object indicates that the node accepting this reservation
request at which propagation of the message up the distribution tree finishes
should return a ResvConf message to the receiver to indicate that thereisahigh
probability® that the end-to-end reservation has been successfully installed.

9In some cases even with R set to the minimum permissible value of r the resultant end-to-end
queuing delay as given by egs (1) and (2) will till be less than Qdelreq in which case the difference
can be represented in a non-zero slack term. In addition there are other scenarios explained in
section 3.6 in which the slack term may not be initialised to zero.

101 practice there are certain scenarios in which a ResvConf message might be received by a
receiver only for the request to be rejected shortly afterwards.



The Resv message is now sent to the previous hop upstream as obtained from the
stored path state. Upon reaching the next upstream router the Resv messages can be
merged with other Resv messages arriving on the same interface according to certain
rules as described in section 3.5 to obtain an effective Flowspec and Filterspec. The
following action is then taken.

» The effective Flowspec is passed to the traffic control module within the router
which applies both admission control and policy control to determine whether the
reservation can be accepted. Admission control is concerned solely about whether
enough capacity exists to satisfy the request while policy control also takes into
account any additional factors that need to be considered (e.g. certain policies may
limit a users reserved bandwidth even if spare bandwidth exists).

 If the reservation attempt is denied then any existing reservations are left unaltered
and the router must send a ResvErr message downstream.

» If the reservation request is accepted then reservation state is set up in accordance
with the effective Flowspec and Filterspec as described in section 3.5. In accepting
the request it may be permissible to ater the Rspec associated with the reservation
from (Rin, Sin) to (Rout, Sout) in accordance with the rules described in section
3.6. The resultant reservation may then be merged with other reservationsin
accordance with the rules in section 3.5 to obtain a new Resv message that is sent
to the next router upstream, the address of which is obtained from the stored path
state.

35 Reservation Stylesand Merging

Associated with each reservation made at arouter'sinterface is a Filterspec
describing the packets to which the reservation applies along with an effective
Flowspec. Both the Filterspec and effective Flowspec are obtained from a merging
process applied to selected Resv messages arriving on the router's interface. The
rules for merging are dependent upon the reservation Style of each Resv message as
described below. In addition the router calcul ates the Filterspec and Flowspec of
Resv messages to be sent to the previous hop(s) upstream by applying Style-
dependent merging of stored reservation state. Any changes to stored reservation state
that result in changes to the Resv messages to be sent upstream will cause an updated
Resv message to be sent upstream immediately. Otherwise Resv messages are created
based on stored reservation state and sent upstream periodically. Asfor path state all
reservation state is stored in routers using soft-state and consequently relies on
periodic refreshes via Resv messages to prevent state timeout. In addition just asa
PathTear message exists to explicitly tear down path state, a ResvTear message exists
to explicitly tear down reservation state. Currently 3 reservation Styles are
permissible as described below and illustrated in Figures 2-6 where the convention
Style(Filterspec{ Flowspec} ) is used to summarise the requests made by the Resv
messages. It should be noted that the merging processes described below apply only
to packets of the same Session(Thisistrue of any RSVP process). Also merging can
only occur between messages with the same reservation style. Details of the
reservation styles are as follows where it is assumed that each interface, | in Figures
2-4 isroutable to each of the router’s other interfaces.

Fixed Filter (FF) (distinct reservation and explicit sender selection)

11



The Filterspec of each FF reservation installed at an interface consists of asingle
sender only. The effective Flowspec of the reservation installed is the maximum of

all FF reservation requests received!! on that interface for that particular sender. The
Flowspec of the FF Resv message unicast to the previous hop of a particular sender is
given by the maximum Flowspec of all reservationsinstalled in the router for that
particular sender.

outgoing requests after merging incoming reservation requests
p— FF(S1{ 2B}, S2(3B}, S4{5B})
FF(S1{4B}, S2{6B}) S1{4B FF(S1{4B}, S2{2B})
towards S1, S2 | | %{ gg T == I
reserve FH{S4{4B})
FF(S3{2B}, S4{5B}) S2{6B FF(S2{ 6B}, S4{2B},S6{2B})
towards S3, $4 - | | % ‘Z‘E |
reserve
FF(S5{4B}, S6{2B}) S2{3B FF(S2{3B}, S3{2B}, S5{4B})
towards S5, S6 t— | | % 4215 | | <

Figure 2: Fixed Filter Reservation Example.
Wildcard Filter (WF) (shared reservation and wildcard sender selection)

The Filterspec of each WF reservation installed at an interface iswildcard and
matches on any sender from upstream. The effective Flowspec installed is the
maximum from all WF reservation requests received on that particular interface. The
Flowspec of each WF Resv message unicast to a previous hop upstream is given by
the maximum Flowspec of all WF reservationsinstalled in the router12,

outgoing requests after merging incoming reservation requests
reserve WF(* {58})
WF(* {5B}) WF(* {2B})
towards S1, S2 | | *{5BH) | |<=x——-—
reserve WE(* {3B})
WF(* {5B}) WF(* {2B})
towards S3, S4 t+— | | *{3BH I | <t"—
reserve
WF(* {5B}) WF(* {4B})
towards S5, S6 — | | *{4BhH |=+——

11 1n cases where the interface connects to a shared medium LAN Resv messages from multiple next
hops may be received.

12gtrictly speaking, only WF reservations whose * Scope’ applies to the interface out of which the
Resv message is sent are considered for this second merging process. Scope details are required for
WF reservations on non-shared trees to prevent looping. Further details can be found in [3].



13

Figure 3: Wildcard Filter Reservation Example.
Shared Explicit (SE) (shared reservation and explicit sender selection)

The Filterspec of each SE reservation installed at an interface contains a specific set
of senders from upstream and is obtained by taking the union of the individual
Filterspecs from each SE reservation request received on that interface. The effective
Flowspec installed is the maximum from all SE reservation requests received on that
particular interface. The Filterspec of a SE Resv message unicast out of an interface
to a previous hop upstream is the union of all senders whose previous hop is via that
interface and who are contained in the Filterspec of at least one SE reservation in the
router. Likewise the Flowspec of this SE Resv message is given by the maximum
Flowspec of all SE reservations whose Filterspecs contain at least one sender whose
previous hop isviathat interface.

outgoing requests after merging incoming reservation requests
resrve SE((S2, S4){5B})
SE((S1, S2){5B}) SE((S1, S2){2B})
towards S1, S2 | | (S1,82,4){5B} | | <—
reserve SE(SA{3B})
SE((S3, $4){58B}) SE(S4, S6){2B})
towards S3, 4 t+— | | ($4,6){3B} | | <t—"—
reserve
SE((S5, S6){4B}) SE(S2, S3, S5){4B})
towards S5, S6 <t | (82,83,S5){4B} | | <t+—""

Figure 4: Shared Explicit Reservation Example.

SE and WF styles are useful for conferencing applications where only one sender is
likely to be active at once in which case reservation requests for say twice the sender
bandwidth could be reserved in order to allow an amount of over-speaking.

Although RSVP is unaware of which service(Controlled-L oad or Guaranteed)
reservations refer to, RSVP is able to identify those pointsin the distribution tree that
require reshaping in the event that the reservations are for Guaranteed Service as
described in section 2.1. Consequently at all such points RSV P informs the traffic
control mechanisms within the appropriate router accordingly although such action
will only result in reshaping if the reservation is actually for Guaranteed Service.

3.6 Slack term

When areceiver generates an Rspec for a Resv message to be sent for a Guaranteed
Service reservation request it must include a Slack Term, S(ms) as well as the amount
of bandwidth, R to be installed in each router along the path. S represents the amount
by which the end-to-end delay bound will be below the end-to-end delay required by
the application assuming each router along the path reserves R bandwidth according
to the Guaranteed Service fluid approximation. Inclusion of anon-zero Slack Term
offersthe individual routers greater flexibility in making their local reservations. In
certain circumstances this greater flexibility could increase the chance of an end-to-



end reservation being successful. Some routers have deadline based schedulers that
decouple rate and delay guarantees. Such a scheduler may sometimes be unable to
meet it's deadline requirement for Guaranteed Service in which case it might still be
able to accept the reservation providing the Slack Term is at least as large as the
excess delay. The excess delay would then be subtracted from the Slack Term before
unicasting the Resv message to the previous hop upstream. Similarly arate based
scheduler might be able to admit a reservation request by reserving less than the
requested bandwidth and unicasing the reduced reservation request to a previous hop
upstream provided it could extract enough slack. Any router using available dack to
reduce it’s reservation must conform to the rulesin equation (3) to ensure that the
end-to-end delay bound remains satisfied.

b Ctoti b Ctoti
Sout +——+—< Sn+—+— .
Rout Rout Rin  Rin r <Rout <RIn (3)

where;

Ctoti isthe cumulative sum of the error terms, C for all the routersthat are upstream
of, and including the current element, i.

(Rin, Sin) isthe reservation request received by router, i.

(Rout, Sout) isthe modified reservation request unicast to the previous hop router
upstream.

An example of how intelligent use of the Slack Term can increase the probability of
an end-to-end reservation request being accepted isillustrated in Figures 5 and 6.
Suppose the token bucket rate of the datato be sent is 1.5Mb/s and the receiver has
calculated from the Tspec and Adspec parameters in received Path messages that the
desired end-to-end delay can be achieved by areservation of (R=2.5Mb/s, S=0)
which is then requested in Figure 5. However because R3 only has 2Mb/s of unused
bandwidth and there is no slack available the reservation is denied. In Figure 6 the
reservation isincreased to R=3Mb/s and the amount by which such areservation
would be within the required delay bound is put in the Slack Term(S>0). R5 and R6
reserve the requested 3Mb/s. R3 can only reserve avalue of 2Mb/swhich if used as
the new reservation value in the propagated Resv message will cause anincreasein
the end to end delay bound. R3 can calculate thisincrease, di and if it isless than the
value of the Slack Term, S1 in the received Resv message then the request can be
accepted and areservation of 2Mb/sinstalled in R3. R3 will then set the Rspec in the
Resv message to (R=2Mb/s, S2=S1-di) before unicasting it to the next hop upstream
which resultsin R2 and R1 also reserving 2Mb/s.The end-to-end delay bound of the
reserved path is now no greater than for areservation of 2.5Mb/sin every router if
that were possible.

available bandwidth
in router

5Mb/s AMbl/s 2Mb/s 4AMbl/s 3.5Mb/s
Sender R1 R2 | R3 | R4 R5 Receiver
< << +—
Resv(R1, S1) Resv(R1, S1) Resv(R1, S1)
—>
ResvErr

Figure 5 R=2.5Mb/s, S1=0. Reservation request denied.
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available bandwidth

in router
5Mbl/s AMbl/s 2Mb/s 4AMbl/s 3.5Mb/s
Sender R1 R2 R3 R4 R5
<< << << << <4— 4—
Resv(R2, S2) Resv(R2, S2) Resv(R2, S2) Resv(R1, S1) Resv(R1, S1) Resv(R1, S1)

Figure 6 R1=3Mb/s, S1>0, R2=2Mb/s, < Sl. Reservation accepted.

6.0 Summary

15

Receiver

In thistutorial we have looked at the Controlled-L oad and Guaranteed Service classes
that if supported by the routers along an end-to-end data path can provide end
applications with enhanced QOS commitments over conventional best-effort

delivery. RSVP can be used by end applications to select and invoke the appropriate
class and QOS level. In addition if the OPWA reservation mode is used with RSVP

then the requesting application is able to determine the resultant end-to-end QOS in

advance of making the reservation.
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