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m Introduction sAttack Scenarios

=Over a billion smartphones and high-end [oT devices p.a. .
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*Many of them are, or will soon be, running some form of
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*We found compression makes adversarial samples easier ! !
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to propagate through models that share heritage
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m Results and Discussions
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- Adversarial samples can trick neural networks while

being imperceptible to humans = In both attack scenarios here, adversarial samples
- They undermine any case for security and reliability generated from one model can affect other models too
- Often transferable if feature spaces are similar [1] = Models can be trained using ‘crypto keys’ to stop

transferability and detect attacks [2, 3]
= Attacking Pruned and Quantised Models

IFGSM attack on pruned Cifarnet 1 IFGSM attack on fully quantized Cifarnet
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