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ABSTRACT
The Audio/Visual Mapping Personality Challenge and Work-
shop (MAPTRAITS) is a competition event aimed at the
comparison of signal processing and machine learning meth-
ods for automatic visual, vocal and/or audio-visual analysis
of personality traits and social dimensions, namely, extro-
version, agreeableness, conscientiousness, neuroticism, open-
ness, engagement, facial attractiveness, vocal attractiveness,
and likability. The MAPTRAITS Challenge aims to bring
forth existing efforts and major accomplishments in mod-
elling and analysis of personality and social dimensions in
both quantised and continuous time and space. This pa-
per provides the details of the two Sub-Challenges, their
conditions, datasets, labels and baseline features that made
available to the researchers who are interested in taking part
in this challenge and workshop.

Categories and Subject Descriptors
J.4 [Social and Behavioural Sciences]: Psychology, So-
ciology; H.1.2 [Human/Machine Systems]: Human In-
formation Processing; I.5 [Pattern Recognition]: Appli-
cations—Computer Vision, Signal Processing
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1. INTRODUCTION
The problem of assessing people’s personality is very im-

portant for multiple research domains including human-com-
puter and human-robot interaction. Despite a growing in-
terest and emphasis on personality traits and their effects
on human life in general, and recent advances in machine
analysis of human behavioural signals (e.g., vocal expres-
sions, and physiological reactions), pioneering efforts focus-
ing on machine analysis of personality traits have started to
emerge only recently. These efforts have mostly focused on
unimodal cues such as written texts, audio, speech, face and
body gestures, with some tentative efforts on multimodal
analysis. Although personality analysis research suggests
that a trait exists in all of us to a greater or lesser degree,
to date none of the proposed efforts have attempted to as-
sess personality traits continuously in time and space along
the multiple trait dimensions at a given interaction time and
context. The MAPTRAITS Challenge aims to focus on the
aforementioned open issues and to encourage the partici-
pation of diverse research groups from different disciplines,
in particular the audio and video analysis communities and
those in the social sciences who study personality, traits, ex-
pressive and nonverbal behaviour, by providing a forum for
interdisciplinary solutions to these challenges.

The major focus of MAPTRAITS Challenge can be sum-
marised as follows:

• Automatic analysis and prediction of perceived trait
and social dimensions of extraversion, agreeableness,
conscientiousness, neuroticism, openness, engagement,
facial attractiveness, vocal attractiveness, and likabil-
ity.



• New and/or optimal ways of extracting static vs. dy-
namic features from face, head, body, and voice.

• New and/or efficient techniques for automatic analysis
and prediction: quantised prediction vs. continuous
prediction.

• Investigating similarities and differences of video based
trait and social dimension prediction versus audio-visual
prediction.

• Proposing methods to synergistically combine the in-
formation in the audio stream – including acoustic and
linguistic as well as non-linguistic information – and
the video streams to improve trait and social dimen-
sion prediction performance.

To achieve these ambitious goals, MAPTRAITS 2014 con-
sists of two sub-challenges for unimodal/multimodal predic-
tion of perceived personality traits and social dimensions:
(i) Mapping Personality in Quantised Space-Time, and (ii)
Mapping Personality in Continuous Space-Time.

In Mapping Personality in Quantised Space-Time Sub-
Challenge, ground truth ratings were built upon person’s
perceived personality where external observers were asked
to view a video clip of a person and rate him/her along nine
social dimensions based on their impressions. A rating that
can take values between 1 and 10 was obtained for the whole
video clip/audio clip. The goal of this sub-challenge is to find
the relationship between unimodal/multimodal personality
cues and these ratings.

Mapping Personality in Continuous Space-Time Sub- Chal-
lenge focuses on continuous prediction of personality/social
dimensions in time and in space. The external observers
were asked to generate ratings continuous in time and in
space ranging from 1 to 100 as the clip of the target subject
was playing. The goal of this sub-challenge is to deliver a
predicted rating at each time instant, and to exploit appro-
priate methods to model the temporal relationships between
the cues and the continuously generated ratings.

A dataset pertaining to each Sub-Challenge is provided
to the participants (Section 2). Both Sub-Challenges fo-
cus on the Big Five personality traits (extraversion, agree-
ableness, conscientiousness, neuroticism, and openness) and
four additional social dimensions. These social dimensions
are engagement (how engaged the person appears in the in-
teraction), facial attractiveness (how attractive the person
appears based on the face), vocal attractiveness (how attrac-
tive the person appears based on the voice) and likability
(how one likes the person in the given context). Both of the
sub-challenges are open to participants using their own fea-
tures and their own machine learning algorithms. However,
a standard feature set is made available to the registered
participants either for their own use or for comparative pur-
poses (Section 3). The evaluation measure are mean square
error, correlation, coefficient of determination (R2) and un-
weighted average recall (Section 4). The datasets are re-
leased to the participants in two parts: training/validation
set and test set.

2. CHALLENGE DATASETS
MAPTRAITS 2014 Challenge dataset is a subset of the

well-known SEMAINE corpus [9]. This corpus has been
recorded to study the behavioural changes and different af-
fect manifestations of a user interacting with four virtual

characters. Each character has a distinct emotional style
and a conversational goal of shifting the user towards that
emotional state, and creates a different situational context.
All sequences are stored using AVI file format and are avail-
able upon request (frame rate = 50 fps, compressed with
x264, CRF=12). The challenge dataset consists of two data-
sets: Quantised Dataset and Continuous Dataset.

2.1 Quantised Dataset
The Quantised Dataset contains 44 clips of audio-visual

recordings of 11 different subjects interacting in four differ-
ent situational contexts (i.e., interaction with four virtual
characters). In order to analyse the effect of visual-only be-
havioural cues on the perception of traits, these 44 clips were
first assessed by 6 raters along the five dimensions of the BF
model and the four additional dimensions (engagement, fa-
cial attractiveness, vocal attractiveness, and likability). Fur-
thermore, to analyse the effect of audio-visual behavioural
cues on the perception of traits, the same 44 clips were rated
by the same 6 raters together with the audio channel. The
dimensions were scored on a Likert scale with ten possible
values, from strongly disagree to strongly agree, mapped
into the range from [1, 10]. All 6 raters were shown audio-
visual clips and visual-only clips in random order and the
responses were recorded. In total 6 raters assessed a total of
88 clips. For each setting (audio-visual and visual-only), the
ground truth labels were generated by taking the average of
the ratings per clip and per dimension.

As the overall objective was to analyse thin slices of be-
havioural responses, the extracted clips are curtailed on av-
erage to 15 s. The dataset is divided with respect to the
subjects into a training/validation set (6 subjects, 24 videos)
and a test set (5 subjects, 20 videos).

2.2 Continuous Dataset
The Continuous Dataset has been created for continuous

prediction of traits in time and in space. The raters used An-
notationMaster tool developed by Motichande [10] to view
each clip and to continuously provide scores over time by
scrolling a bar between 0 and 100 as shown in Figure 1. In
order to reduce the burden on the raters, recordings with
Prudence were excluded and the duration of each clip was
set to 60 s. Each annotation was determined in terms of
the rating trace sampled at certain time intervals, e.g., at
every 50 ms time interval in the 60 s period. In total, clips
from 10 subjects were taken into account in three situational
contexts, resulting in 30 clips.

The clips were annotated by (paid) 21 raters aged between
23 and 53 years (mean = 29), from different ethnic back-
grounds. The annotations were collected in three scenarios,
namely, visual-only, audio-only and audio-visual.

Visual-Only (VO) Annotations. In visual only an-
notation, raters annotated the clips only taking into ac-
count the visual cues (audio tracks were removed) such as
face/head gestures, use of hand etc., and only the human
subjects were visible to them as shown in Figure 1. Since
annotating one dimension (30 videos at once) lasts approx-
imately 45 minutes per person, we also divided the social
dimensions into two separate groups, each containing 5 di-
mensions. We nevertheless asked both of the groups to anno-
tate conscientiousness and neuroticism as these dimensions
have been found to be most challenging to perceive and an-
notate by the raters. In total, 16 raters (9 females, 7 males)



Figure 1: Illustration of the annotation tool used for
generating the continuous ratings.

annotated all clips along the BF dimensions as well as en-
gagement, likability and facial attractiveness, which resulted
in 32-40 annotations per video.

Audio-Only (AO) Annotations. Contrary to visual-
only annotation, the focus of this annotation task was only
the audio channel (human subjects were not visible to the
raters). 6 raters (2 females, 4 males) were selected out of
the visual-only and audio-visual raters, and employed to an-
notate the same clips along the BF dimensions, and engage-
ment, vocal attractiveness and likability. SEMAINE record-
ings have stereo audio such that the subject’s audio is on the
left channel and the operator’s audio is on the right chan-
nel. During the annotation process, we suppressed the right
channel (the operator’s audio), and obtained 3 annotations
for each audio track.

Audio-Visual (AV) Annotations. Audio-visual an-
notation complements the above annotation tasks in that
raters annotated the video clips together with audio chan-
nel by taking into account both visual and audio cues. All
clips were assessed by 5 raters (2 females, 3 males), resulting
in 25 annotations per video for all 9 social dimensions.

In the case of time-varying annotations, it is not straight-
forward to generate ground-truth by simply evaluating the
mean value. Therefore, we first used Dynamic Time Warp-
ing (DTW) which is an effective technique for dealing with
temporal operations to align the pairs of annotation tra-
jectories, and then measured the agreement between the
warped annotations in terms of Pearson’s correlation. We
used this approach to eliminate the inconsistent raters based
on the correlation values, and to select at least 3 reliable
raters per video clip/audio clip. Once the reliable raters were
determined, we evaluated the mean of their corresponding
original annotation trajectories per video clip/audio clip as
illustrated in Figure 2 where the red dashed line represents
the mean trajectory, namely the ground-truth. The details
of this approach can be found in [1]. The data is divided
with respect to the subjects into a training/validation set (6
subjects, 18 videos) and a test set (4 subjects, 12 videos).

3. BASELINE FEATURES
For the baseline features, MAPTRAITS 2014 Challenge

provides (i) a set of visual features extracted using Quantised
Local Zernike Moments (QLZM) [12], and (ii) a set of audio
features extracted using the openSMILE toolkit [4] that was
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Figure 2: Representative visual-only annotations
along agreeableness and engagement dimensions.
The red dashed line represents the mean trajectory
(best seen in colour).

ranked 2nd in the open-source software competition of ACM
MM 2010 and ACM MM 2013 and has become a standard
toolkit in the field.

3.1 Visual Features
Visual features were extracted on a frame by frame basis.

Prior to any feature extraction, we used the facial landmark
point detector1 developed by Xiong and De la Torre [16]
and detected 49 landmark points per frame. These landmark
points were later used to determine a rectangle enclosing the
face, to crop faces based on these rectangles, and to align the
faces based on the coordinates of the eye centers by affine
transformation. The cropped and aligned faces were finally
resized such that each face has the size of 128× 128.

As baseline visual features, Quantised Local Zernike Mo-
ments (QLZM) [12] were extracted on the cropped, aligned,
resized faces per frame. QLZM can be interpreted as a low-
level representation that calculates local Zernike Moments
(ZMs) in the neighbourhood of each pixel of the input face
image and converts the accumulated local features into po-
sition dependent histograms. Each ZM coefficient describes
the texture variation at a unique scale and orientation, and
the information conveyed by different ZMs does not over-
lap [14]. Once the ZMs are computed for all pixels, the
QLZM descriptors are obtained by quantising all ZM coeffi-
cients around a pixel into a single integer. The quantization
process yields the QLZM image, which is then divided into
subregions based on two grids, an inner partitioning and an
outer partitioning (cf. Figure 3). The two-fold partitioning
intends to reduce the sensitivity against registration errors.
A position dependent histogram is computed for each sub-
region, and the final representation is obtained by concate-
nating these position-dependent histograms.

The dimensionality of the QLZM representation depends
on the number of ZMs used, and the number of subregions.
In this Challenge, we considered two ZMs that result in 16-
bin local histograms as in [12]. We divided the face into
subregions by applying a 5× 5 outer grid and a 4× 4 inner
grid which yielded a 656-dimensional feature vector.

We also considered a part-based representation that en-
ables the extraction of a smaller set of features. We first de-
termined the facial parts, namely, the two eye areas and the
mouth area, and extracted QLZM features on these parts.
For part-based representation, we did not divide the eye and

1This code is publicly available at:
http://www.humansensing.cs.cmu.edu/intraface/
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Figure 3: Illustration of the QLZM representation.

mouth areas into subregions. This resulted in feature vectors
having a length of 48.

The 656-dimensional and 48-dimensional QLZM features
as well as 49 landmark points per frame are readily provided
to the challenge participants. We also provide the code to
extract QLZM features [12].

3.2 Audio Features
We considered the same set of audio features used for

the the INTERSPEECH 2013 Computational Paralinguis-
tics ChallengE (COMPARE) [13]. Features were extracted
by employing TUM’s open-source openSMILE feature ex-
tractor [4] in its recent 2.0 release [2]. The feature set in-
cludes energy, spectral, cepstral (MFCC) and voicing related
low-level descriptors (LLDs) as well as a few LLDs includ-
ing logarithmic harmonic-to-noise ratio (HNR), spectral har-
monicity, and psychoacoustic spectral sharpness. First order
delta regression coefficients are applied to all LLDs and a
sliding window mean smoothing over three frames is applied
to the LLDs and deltas. A comprehensive set of function-
als is applied to the smoothed LLDs and deltas in order to
summarise them over segments of interest (sliding windows
or the full recording, more details given in the next para-
graph), resulting in 6,373 features per segment. Details on
these features are given in [15]. Since the recordings pro-
vided for the MAPTRAITS 2014 Challenge are up to 60 s
long and contain long speech pauses, a voice activity detec-
tion (VAD) score (cf. [3]) was included as an additional LLD
with the functionals mean, flatness, and standard deviation
applied, resulting in 6,376 features in total.

The LLDs for all files in the quantised and the continuous
set are readily provided to the challenge participants. The
LLDs are extracted at a rate of 10 ms from overlapping win-
dows, where pitch based LLDs are extracted from 60 ms win-
dows and all other LLDs (spectral, cepstral, energy based)
are extracted from 20 ms windows. Further, for both sets, a
sliding window scheme was used to apply functionals to the
LLDs and obtain feature vectors at a constant rate. Over-
lapping windows of 4 seconds and 2 seconds length are used,
shifted forward at a rate of 0.5 s and 1 s. This results in four
different variations of the sliding window features, which
participants can use to find the best set. Baseline results for
these features will be published soon. For the quantised data
set, an additional set of features is provided: functionals are
there applied to the full length of the provided clips (14 sec-
onds), yielding one feature vector for each clip. For the LLDs
and the sliding window functional features, the mean VAD
score can be used to remove segments which have no or only
little speech content. The VAD scores are in the range from
-1 to +1, where a logical threshold for the voiced/un-voiced
decision is given at 0 by the employed VAD method. How-
ever, in practice, for the mean VAD score, we recommend a
threshold of 0.25, i. e., segments (= feature vectors) where
the mean VAD score is < 0.25 should be removed.

4. PERFORMANCE EVALUATION
In this section, we introduce the evaluation metrics for ex-

perimental assessment and performance comparison of dif-
ferent algorithms for both tasks, i.e., quantised space-time
and continuous space-time.

4.1 Evaluation Metrics for Quantised Space-
Time

For mapping personality in quantised space-time, we pro-
pose the following metrics: i) mean square error (MSE),
ii) sample Pearson’s correlation coefficient (COR), iii) co-
efficient of determination (R2), and iv) unweighted average
recall (UAR).
MSE is frequently used to measure the differences be-

tween the values predicted by a model and ground-truth
values, namely, to measure the model prediction error. Let
yk and ŷk be the ground-truth and predicted values, respec-
tively, MSE can be defined as:

MSE =
1

N

N∑
k=1

(yk − ŷk)2 (1)

where N is the number of predictions. One shortcoming of
MSE is being scale-dependent. On the other hand, COR
and R2 are invariant to scale changes. First, COR mea-
sures the linear correlation between the ground-truth and
the predicted values, and can be formalised as:

COR =

∑N
k=1(yk − µyk )(ŷk − µŷk )√∑N

k=1(yk − µyk )2

√∑N
k=1(ŷk − µŷk )2

(2)

where µyk and µŷk are the sample mean of ground-truth
and predicted values, respectively. Secondly, R2 grades the
goodness of the fit of the model, in our case, it measures
how well the learned model fits the unseen samples, and can
be defined as:

R2 = 1−
∑N

k=1(yk − ŷ)∑N
k=1(yk − µyk )

(3)

While COR yields a value between −1 and 1, i.e., COR > 1
is positive correlation, and COR < 1 is negative correlation,
R2 gives a measure between 0 and 1, i.e., large values in-
dicate high goodness of the fit, and negative values are not
meaningful.

As an alternative measure for quantised space-time, we
can treat the regression problem as a classification task and
use unweighted average recall (UAR) to measure the perfor-
mance. UAR is defined as follows:

UAR =
1

Nc

Nc∑
i=1

∑Ni
k=1 δ(yk

i, ŷik)

Ni
(4)

where Nc is the number classes, in our case, the number
of values that the ratings can take, i.e., between 1 and 10.
yk

i and ŷik are the ground-truth and the predicted values
pertaining to the ith class, respectively. δ(x, y) gives 1 if
x = y, otherwise it is equal to 0.

4.2 Evaluation Metrics for Continuous Space-
Time

For mapping personality in continuous space-time, we pro-
pose the following metrics: i) mean square error (MSE),
ii) sample Pearson’s correlation coefficient (COR), iii) cross



correlation coefficient (XCOR), and iv) concordance corre-
lation coefficient (CCOR). Differently from the quantised
space-time, we evaluate these measures between the pairs
of rating trajectories – a ground-truth trajectory and a pre-
dicted trajectory – and calculate the mean of the measures
over all predictions. More explicitly, average MSE can be
re-formalised as follows:

MSEk =

T∑
t=1

(yk(t)− ŷk(t))2 (5)

where yk(·) and ŷk(·) are the respective ground-truth and
predicted trajectories, t indexes the time instances and T
is the number of time instances, namely, the length of the
trajectory. We can now calculate average MSE by MSE =
1
N

∑N
k=1 MSEk. This also applies to correlation measures,

for example, we can define CORk as:

CORk =

∑T
t=1(yk(t)− µyk )(ŷk(t)− µŷk )√∑T

t=1(yk(t)− µyk )2

√∑T
t=1(ŷk(t)− µŷk )2

(6)

Similarly, XCORk can be defined as:

XCORk = max
∆

∑T−∆−1
t=1 (yk(t+ ∆)− µyk )(ŷk(t)− µŷk )√∑T
t=1(yk(t)− µyk )2

√∑T
t=1(ŷk(t)− µŷk )2

(7)
where ∆ is the shift in the time domain. For example, in our
experiments (Section 5.2), we set ∆ = 15, which corresponds
to 1 s when the sampling rate is 66 ms (as in the visual-
only annotations). Finally, CCOR measures the agreement
between two trajectories as follows

CCORk =

∑T
t=1(yk(t)− µyk )(ŷk(t)− µŷk )

s2
yk + s2

ŷk
+ (µyk − µŷk )2

(8)

s2
yk =

√√√√ T∑
t=1

(yk(t)− µyk )2; s2
ŷk =

√√√√ T∑
t=1

(ŷk(t)− µŷk )2.

CCOR is frequently used to measure the inter-rater relia-
bility. While COR and XCOR gives an idea whether the
ground-truth and the predicted values lie in the same direc-
tion or not, CCOR also measures how far the ground-truth
values lie from the predicted values. Similar to the COR,
CCOR yields values between −1 and 1, i.e., CCOR > 0
indicates a positive agreement.

5. BASELINE RESULTS
For both of the Sub-Challenges, we presented the baseline

results in three settings: visual-only, audio-only and audio-
visual.

5.1 Mapping Personality in Quantised Space-
Time

Visual-Only (VO) Results. We represented each video
by the mean and the standard deviation of 48-length QLZM
feature vectors. We first divided the video volume into 2 s-
long overlapping slices at a rate of 2 s along the time dimen-
sion. For each slice, we computed the mean of QLZM feature
vectors. The final representation was obtained by calculat-
ing the standard deviation of time-interval-dependent mean
QLZM feature vectors. We modelled the relationship be-
tween these features and the annotations by using ridge re-
gression [7]. Prior to any analysis, we scaled each feature

so that it falls to the range of [−1, 1]. In order to learn
the optimum parameters, i.e. λ in ridge regression, we ap-
plied 6-fold cross validation with respect to the subjects by
scanning over the values λ ∈ {e0.5, e0.505, . . . , e5}. Baseline
results are provided in Table 1.

Audio-Only (AO) Results. The audio baseline results
were obtained with SVM (multiple one-vs-one SVMs) using
the WE-KA data-mining toolkit [6]2. Models were trained
with the Sequential Minimal Optimisation (SMO) algorithm
[11]. Based on the size of the quantised data-set and our
past experience, the complexity C was set to C = 0.5. All
baseline features were used, i.e., no feature selection was
performed. z-normalisation (mean zero and unit variance)
was applied to the training and test set independently. The
predictions obtained on the test set are at a rate of 2 Hz or
1 Hz, depending on the window and step size of the audio
baseline features, or a single prediction in case of the full
length feature vectors.

We obtained the best results when functionals of LLD are
computed over sliding windows 4 s long shifted forward at
a rate of 1 s. We therefore reported only the results with
the corresponding features in Table 1. In terms of the MSE
metric, audio-only results were better than visual-only re-
sults for the agreeableness, conscientiousness and neuroti-
cism. In terms of the COR metric, the visual-only results
constantly outperform audio-only results. This may be due
to the usage of a regressor for visual-only results while using
a classifier for audio-only results.

Audio-Visual (AV) Results. We applied a rather sim-
ple approach to obtain multimodal prediction results. We
combined two single-modality prediction results at the de-
cision level by taking average of the predictions of the two
modalities. As shown in Table 1, this simple approach im-
proved the MSE performance compared to both audio- and
visual-only results for all dimensions, except for conscien-
tiousness. However, COR performance is lower than visual-
only for all dimensions, except for neuroticism and agree-
ableness.

5.2 Mapping Personality in Continuous Space-
Time

Visual-Only (VO) Results. In this setting, we treated
each frame independently during prediction. In other words,
we used the 656-length QLZM features per frame and then
mapped these features to the rating values at the corre-
sponding time instant. The feature vectors were also sam-
pled at every 66 ms similarly to obtaining the visual-only
annotations. We trained a model to learn the relationship
between the features and instantaneous rating values by us-
ing ridge regression [7]. Prior to any analysis, we scaled each
feature so that it falls to the range of [−1, 1]. In order to
learn the optimum parameters, i.e. λ in ridge regression, we
applied 6-fold cross validation with respect to the subjects
by scanning over the values λ ∈ {e0, e0.25, . . . , e30}. We ob-
serve that, in general, raters were not active in the first 1 s
of the annotation task. For this reason, we do not take into
account the first 10 time instants while learning/fitting the
models.

Baseline results are provided in Table 2. CCOR has been
found to be lower as compared to COR and XCOR mea-
sures. We conjecture that the ground-truth ratings and the

2The SMOreg class is used in our experiments.



Table 1: Prediction results for quantised space-time under three settings.
Visual-Only Audio-Only Audio-Visual

MSE COR R2 UAR MSE COR R2 UAR MSE COR R2 UAR
AG 1.58 0.06 -56.75 0.20 1.45 -0.14 -30.89 0.27 1.24 0.07 -12.00 0.25
CO 1.11 -0.16 -71.22 0.19 0.57 -0.47 -148.66 0.29 0.61 -0.37 -167.17 0.24
EN 1.05 -0.14 -3.81 0.20 1.16 -0.22 -68.10 0.15 0.97 -0.26 -40.83 0.15
EX 0.71 0.38 -8.71 0.22 1.07 -0.11 -55.55 0.23 0.66 0.25 4.34 0.29
FA 2.29 0.12 -72.13 0.20 - - - - - - - -
LI 1.66 0.02 -47.34 0.20 2.29 -0.52 -98.92 0.25 1.83 -0.39 -59.01 0.25
NE 3.98 0.02 -53.84 0.14 3.85 0.02 -86.69 0.17 3.20 0.06 -55.47 0.22
OP 0.70 0.22 -64.26 0.25 0.96 -0.21 -123.48 0.19 0.67 -0.24 -56.27 0.30
VO - - - - 2.10 -0.13 -104.46 0.21 - - - -

Table 2: Prediction results for continuous space-time under three settings.
Visual-Only Audio-Only Audio-Visual

MSE COR XCOR CCOR MSE COR XCOR CCOR MSE COR XCOR CCOR
AG 0.41 0.21 0.27 0.01 0.50 0.13 0.15 0.10 0.80 0.23 0.26 0.23
CO 0.28 0.11 0.14 0.00 0.51 0.07 0.09 0.03 1.04 0.07 0.10 0.07
EN 0.45 0.12 0.15 0.01 0.65 0.16 0.17 0.13 1.03 0.05 0.08 0.05
EX 0.38 0.24 0.27 0.02 0.66 0.21 0.24 0.17 1.00 0.09 0.11 0.09
FA 0.34 0.09 0.15 0.00 - - - - - - - -
LI 0.37 0.16 0.22 0.01 0.56 0.19 0.21 0.15 0.78 0.27 0.30 0.27
NE 0.35 0.11 0.17 0.00 0.77 0.01 0.02 0.01 0.87 0.13 0.16 0.12
OP 0.39 0.09 0.12 0.00 0.53 0.26 0.28 0.21 0.91 0.24 0.26 0.24
VO - - - - 0.41 0.12 0.15 0.11 - - - -

predicted ratings have similar trends, however their differ-
ence in absolute terms is rather large. Based on the cur-
rent baseline results, extroversion, agreeableness and lika-
bility seem to be better modelled in continuous space and
time. On the other hand, facial attractiveness, openness,
consciousness are better predicted in quantised space and
time.

Audio-Only (AO) Results. The audio baseline results
were obtained using SVR using the WEKA data-mining
toolkit [6]2. Models were trained with the Sequential Min-
imal Optimisation (SMO) algorithm [11]. Based on the
size of the continuous data-set and our past experience,
the complexity C was set to C = 0.005. All baseline fea-
tures were used, i.e., no feature selection was performed.
z-normalisation (mean zero and unit variance) was applied
on the data of each speaker, both in the training and the
test set. The predictions obtained on the test set are at a
rate of 2 Hz or 1 Hz, depending on the window and step size
of the audio baseline features. In order to have a common
rate for scoring, the predictions were resampled to a rate
of 20 Hz (50 ms period) to match the original ratings. The
re-sampling was done by repeating each prediction 10 or 20
times, respectively. The first 20 (or 40, respectively) val-
ues of the 20 Hz predictions were filled with zeros, to align
the first prediction result with the center of the first audio
feature analysis window (2 or 4 seconds, respectively). Sim-
ilarly, the last prediction was repeated for the last 20 (or
40, respectively) values to match the number of the original
predictions.

We obtained the best results when functionals of LLD are
computed over sliding windows 4 s long shifted forward at
a rate of 1 s. We therefore reported only the results with

the corresponding features in Table 2. Taking into account
MSE and COR, results, visual-only-based approach yielded
better results in overall, while audio-only-based approach
significantly improved the prediction of openness. On the
other hand, considering CCOR results, we obtained better
results with audio-only-based approach in all dimensions.
This can be due that support vector regression works better
in absolute terms. In addition to openness, the prominent
dimensions are extroversion and likability.

Audio-Visual (AV) Results. To obtain multimodal
prediction results, we applied the same approach introduced
in Section 5.1. Briefly, we combined two single-cue predic-
tion results at the decision level by taking average of the
predicted trajectories along time dimension. As given in Ta-
ble 2, decision-level fusion developed into better results for
likability and slightly better results for agreeableness. How-
ever, to further improve the results, we reached the conclu-
sion that one should combine two modalities at the feature
level as well.

6. CONCLUSIONS
MAPTRAITS 2014 Challenge & Workshop aimed at speed-

ing up the progress in automatic analysis of personality
traits and social dimensions by providing a benchmarking
protocol for this problem and encouraging various research
groups to participate in developing novel solutions. We de-
signed two sub-challenges, the Quantised Space-Time Sub-
Challenge and the Continuous Space-time Sub-Challenge.
We provided a dataset for each sub-challenge and used a
variety of metrics to evaluate the performance of participat-
ing systems from multiple perspectives. These datasets and



metrics will serve as a benchmarking protocol not only for
the systems participating in this competition, but also for
future studies that will consider the automatic analysis of
personality traits and social dimensions.

The baseline systems have been designed taking into ac-
count the trends and progress in other closely related fields
such as automatic facial/vocal affect analysis. Yet, our base-
line is merely a starting point as the automatic analysis of
personality traits and social dimensions is a problem that
has its own patterns and dynamics and is likely to benefit
from tailored solutions. In fact, our discussion in Section 5
suggests that each sub-problem (i.e. analysis in quantised
vs. continuous space-time) may differ in their optimal solu-
tions as the features and modalities that proved useful were
not necessarily similar for both problems.

Several works in psychology [5] have emphasized the dy-
namic components of the personality and the concept of the
personality states. While personality traits are defined to
be fairly stable across time, personality states describe per-
sonality changes on shorter time scales and across different
situations. A recent study on automatic prediction of per-
ceived traits also showed that interactive context affects the
trait perception of the external observers [8]. The future
MAPTRAITS Challenge and Workshops will be designed
by taking into account these new trends.

Despite the increasing research efforts, there still exist
many open problems and a large room for improvement in
automatic analysis of personality traits and social dimen-
sions. We hope that the first version of MAPTRAITS Chal-
lenge and Workshop will push the state of the art in the
field towards novel approaches for unimodal and multimodal
feature extraction, fusion and prediction, and towards new
research directions.
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