The aim of distributional semantics is to design computational techniques that can automatically learn the meanings of words from a body of text. As McNally (2017) and Lenci (2008, 2018) have argued, distributional representations can be used as surrogates for conceptual representations – but crucially, they can be calculated concretely. Used in this way, distributional data allows us to develop and test linguistic theories. The twin challenges are: how do we represent meaning, and how do we learn these representations? The current state of the art is to represent meanings as vectors – but vectors do not correspond to any traditional notion of meaning. In particular, there is no way to talk about truth, a crucial concept in logic and formal semantics.

In this thesis, I develop a framework for distributional semantics which answers this challenge. The meaning of a word is not represented as a vector, but as a function, mapping entities (objects in the world) to probabilities of truth (the probability that the word is true of the entity). Such a function can be interpreted both in the machine learning sense of a classifier, and in the formal semantic sense of a truth-conditional function. This simultaneously allows both the use of machine learning techniques to exploit large datasets, and also the use of formal semantic techniques to manipulate the learnt representations. I define a probabilistic graphical model, which incorporates a probabilistic generalisation of model theory (allowing a strong connection with formal semantics), and which generates semantic dependency graphs (allowing it to be trained on a corpus).

Empirically, I demonstrate the feasibility of this approach by training a model on WikiWoods, a parsed version of the English Wikipedia, and evaluating it on three tasks. The results indicate that the model can learn information not captured by vector space models. Theoretically, I demonstrate the expressiveness of this approach, by showing how it can naturally model semantic composition, context dependence, and generalised quantifiers, with Bayesian inference playing a crucial role. The ability to model these phenomena is a clear advantage over other approaches to distributional semantics.

Chapter 1: Between Linguistics and Machine Learning

If we are to take lexical semantics seriously – that is, to have a theory that can model the meanings of words, including all their subtle connotations – then we cannot hope to write down all the details by hand. Traditional techniques are time-consuming, and variations of meaning difficult to pin down. Data-driven techniques are necessary to move from an abstract semantic theory to a fleshed-out model of a real language.

With this perspective in mind, in this chapter I situate my thesis against a background of work on distributional semantics and model-theoretic semantics. For distributional semantics, I discuss the early motivations (for example: Harris, 1954; Firth, 1951, 1957; Sparck-Jones, 1964), modern linguistic interest (for example: McNally, 2017; Lenci, 2008, 2018), and modern vector space models (for example: Turney and Pantel, 2010; Mikolov et al., 2013). For model-theoretic semantics, I give a basic introduction (following expositions such as: Cann, 1993; Allan, 2001; Kamp and Reyle, 2013), and cover three important developments relevant to the thesis: neo-Davidsonian event semantics (Davidson, 1967; Parsons, 1990), situation semantics (Barwise and Perry, 1983), and Dependency Minimal Recursion Semantics (DMRS) (Copestake et al., 2005; Copestake, 2009).

As well as summarising existing work, this chapter also serves to emphasise two core ideas which I build on in this thesis. One idea is that the meaning of a word should be represented by a truth-conditional function, a mapping from entities (objects in the world) to truth values (either true or false). The second core idea is that meanings of sentences can be represented as semantic dependency graphs – in particular, DMRS graphs. Compared to other sentence representations used in formal semantics, dependency graphs are more convenient for machine learning models – in particular, for probabilistic graphical models, which also use graph structures.

Chapter 2: Modelling Meaning in Distributional Semantics and Model-Theoretic Semantics

In this chapter, I discuss the goals of a semantic theory. I take the ultimate aim to be to characterise the meanings of all utterances in a language. To make this aim more precise, I elaborate on several aspects of meaning which could be considered crucial. For each aspect, I identify a plausible goal for a semantic theory, lay out the space of possible theories, place existing work in this space, and evaluate which approaches seem most promising. This chapter motivates the framework developed in the rest of the thesis.
One goal for a semantic theory is to explain how language relates to the world, – in Harnad (1990)’s terms, to ground the semantics. Pure distributional semantics is not grounded, since it only uses textual data. I review three possible approaches to grounding a distributional model: concatenating distributional vectors with grounded vectors (for example: Bruni et al., 2011), mapping distributional representations to grounded representations (for example: Lazaridou et al., 2014), and jointly learning semantic representations from both distributional and grounded data (for example: Feng and Lapata, 2010). I argue that joint learning is the right approach, because such models are connected to grounded data from the outset, rather than trying to make such connections after the fact.

Model-theoretic semantics can be grounded, if individuals in a model structure are real-world individuals. However, one goal for a semantic theory is to be able to generalise to new situations, where the individuals have not previously been observed. To achieve this, we need to make a clear distinction between a concept (the meaning of a word) and a referent (an individual in an extension), as noted by Ogden and Richards (1923) and others. I discuss formal solutions to this problem, including representing a concept as a set of properties (for example: Arnauld and Nicole, 1662; Jones, 1911) or as a function from possible worlds to extensions (Carnap, 1947), but point out philosophical objections (Wittgenstein, 1953) and psychological objections (Rosch, 1975, 1978). I conclude that we need rich lexical representations, which machine learning models might provide. However, I argue that vector space models do not have enough structure to relate concepts to referents. I identify two promising alternatives: representing a concept by a region of space (for example: Gärdenfors, 2000, 2014), or by a binary classifier (for example: Larsson, 2013), both of which have a clear notion of truth.

I then discuss more specific goals for lexical semantics. One goal is to account for vagueness: where individuals can fall along a spectrum (such as size or colour), many predicates do not have a strict cutoff between truth and falsehood. I discuss two existing solutions for model theory: fuzzy truth values (for example: Zadeh, 1965, 1975) and probabilistic uncertainty about truth values (for example: Lassiter, 2011; Sutton, 2015). I also discuss probabilistic vector space models (for example: Vilnis and McCallum, 2015), which at first sight seem to deal with vagueness. However, I argue that they fail to do so, because they do not distinguish concepts and referents, and so have no notion of truth.

A second challenge for lexical semantics is polysemy. A particular difficulty is that there are often many ways we can divide usages of a word into a discrete set of senses (as discussed by: Kilgarriff, 1997, 2007; Hanks, 2000; Erk, 2010). Therefore, one goal for a semantic theory is to deal with polysemy without finite sense inventories. Indeed, Ruhl (1989) argues that even highly frequent terms with many apparent senses, such as bear and hit, can be assigned a single underspecified meaning. I argue that representing meaning by a region of space or a classifier is compatible with this view, but this approach has been little explored in both model theory and distributional semantics. The challenge would be to accurately represent such meanings without overgeneralising to cases where they wouldn’t be used.

A final goal for lexical semantics is to model relations between words, such as hyponymy. Model theory captures this easily, when one extension is a subset of another. Distributional semantics faces more of a challenge. I discuss several approaches, but I note that it has been empirically shown that hyponymy is difficult to detect in vector space models (Bordea et al., 2016; Camacho-Collados et al., 2018) – state-of-the-art systems augment vector space models by searching for string patterns (e.g. X such as Y), following Hearst (1992). I argue that, to model hyponymy, we must move away from vector space models. As discussed by Erk (2009a,b) and Gärdenfors (2014, §6.4), modelling meaning as a region of space provides a natural definition of hyponymy.

I then move on to discuss sentence-level semantics, beginning with compositionality. The goal is to be able to derive the meaning of a sentence from its parts, so that we can generalise to new sentences. I note that compositionality is a strength of model theory (including for MRS, see: Copestake et al., 2001; Copestake, 2007), and I present a theoretical argument that vector space models produce lossy compressions of sentence meaning, rather than full representations.

However, arguing against vector representations does not tell us how we should represent sentence meanings. I therefore turn to logic, which formalises how sentences can be used to build chains of reasoning. One goal for semantics is to support the notions of truth and entailment. Again, I note that this is a strength of model theory. In contrast, while there has been work on using distributional vectors in a logical system (for example: Garrette et al., 2011; Beltagy et al., 2016), as well as developing neural network models with logical structure (for example: Andreas et al., 2016a,b), there has not been work on directly learning logical representations from distributional data. This thesis attempts to do that.

The flipside of compositionality is context dependence. Following Recanati (2012), I use standing meaning to refer to the context-independent meaning of an expression, and occasion meaning to refer to the context-dependent meaning of an expression in a particular occasion of use. One goal for semantics is to model how occasion meanings can be derived from standing meanings. This is challenging for both model theory and distributional semantics, but I identify probabilistic models as a promising approach, with initial steps taken in both formal semantics (for example: Lassiter and Goodman, 2015; Goodman and Frank, 2016) and distributional semantics (for example: Bražinskas et al., 2018).

The last goal I consider is for semantic representations to be learnable based on observed data. I note that there is little work on machine learning of model theory (although some limited datasets exist, such as: Young et al., 2014; Hürlimann and Bos, 2016). In contrast, distributional models are almost all learnable, but I highlight the tradeoff between expressiveness and learnability.

I conclude the chapter by reviewing existing approaches, in the light of the above goals. I consider extensions of vector space models, hybrid distributional-logical models (for example: Lewis and Steedman, 2013; Erk, 2016), the type-driven tensorial framework (Coecke et al., 2010; Baroni et al., 2014), and probabilistic semantic models (for example: Goodman and Lassiter, 2015; Cooper et al., 2015). For each, I highlight strengths and weaknesses, to motivate my own approach.
Chapter 3: Formal Framework of Functional Distributional Semantics

Having set the scene, in this chapter I introduce my framework. I begin by considering model theory, contrasting two formalisations of predicates: as extensions (sets of individuals) or as truth-conditional functions (mapping from individuals to truth values). If individuals are atomic, converting between these two formalisations is trivial, I point out that, if individuals are structured, the two may have rather different representations. To clarify the discussion, I introduce the term \textit{pixie} to refer to the featural representation of an individual. Pixies can be considered as points in a \textit{semantic space}.

I then propose a probabilistic generalisation of a model structure, allowing truth values to be uncertain, and allowing features of individuals to be uncertain. This generalisation lays the groundwork for the two core ideas introduced in Chapter 2. First, I define \textit{semantic functions}, which are probabilistic truth-conditional functions: they map pixies to probabilities of truth. An example is given in Fig. 1, showing how the probabilities allow us to perform Bayesian inference.

I then examine semantic functions in more detail. I first note that representing lexical meaning as a semantic function places an emphasis on classification rather than generation, and I point to work in psychology supporting this view, with an extended discussion of Wong et al. (2018), who investigate knowledge of two forms of lowercase \textit{g}: looptail \textit{(g)}, and open tail \textit{(g)}. They show that while English speakers can easily recognise both forms, they struggle to produce looptail \textit{(g)}.

Next, I compare semantic functions to regions of space, which are the two approaches to representing conceptual structure that I identified as promising in Chapter 2. I argue that they are two views of the same thing. For a non-probabilistic model, the correspondence is exact, but for a probabilistic model, the probabilities are in slightly different places. Knowing about a region of space gives us \textit{global} information, while knowing about truth values for particular pixies is \textit{local} information. To bridge this gap, we can parametrise a distribution over regions as a semantic function plus a covariance function (a mathematical technique reminiscent of Gaussian processes: Rasmussen and Williams, 2006). This maintains the coherence of truth values enforced by a region of space, and also allows efficient representations, because the covariance function could be shared across predicates.

Finally, I ask how the probabilities are supposed to be interpreted, building on previous work in philosophy of language (Lassiter, 2011; Sutton, 2017). While uncertainty about the world can be resolved via experiment, uncertainty about truth values does not have an obvious resolution, since the use of language is simply a convention (in the sense of: Millikan, 1998). However, no matter how precise a language convention might be, a speaker will always have to generalise to new situations. I argue that this need for generalisation leads to uncertainty.

Having introduced and discussed semantic functions, I turn to the second core idea, of using semantic dependency graphs. I define a probabilistic graphical model, following the probabilistic generalisation of a model structure introduced at the beginning of the chapter. Pixie-valued random variables represent individuals, and binary-valued random variables represent truth values. This graphical model defines a joint distribution over the pixie variables (intuitively, this distribution represents world knowledge), and conditional distributions over truth values given pixies (intuitively, these distributions represent lexical semantic knowledge).

Extending this graphical model to distributional semantics requires adding predicate-valued random variables, to represent what we observe in our corpus. This gives the graphical model in Fig. 3, which is the core of the framework of Functional Distributional Semantics. The basic assumption is that observed DMRS graphs are true of some situation. While we don’t observe the individuals in each situation, we can leverage structural linguistic knowledge in the form of semantic dependency graphs, as illustrated in Fig. 2. After observing many such dependency graphs, we can jointly learn about what kinds of situations are likely to exist, as well as how these situations are likely to be described.

Figure 1: An example of Bayesian inference. We are interested in: an individual \(X\), represented by some pixie \(x \in \mathcal{X}\); and the truth value \(T\) of the \textit{pepper} predicate for that individual. Each image above is a pixie.

\textbf{Solid bars:} the semantic function \(P(T = \top \mid X = x)\) represents a speaker’s belief about whether each pixie \(x\) can be considered to be a pepper. This can be seen as a probabilistic truth-conditional function.

\textbf{Black shaded bars:} the prior \(P(X = x)\) represents the speaker’s belief about an individual, based on their world knowledge. It encodes how much they expect to observe an individual with particular features.

\textbf{Orange shaded bars:} the posterior \(P(X = x \mid T = \top)\) represents their belief about an individual, if they know the \textit{pepper} predicate is true of it. The probability mass is split between the pepper pixies, but skewed towards typical colours, and excluding colours believed impossible. This can be seen as a probabilistic extension.
I conclude the chapter by evaluating my framework against the goals given in Chapter 2. First, I note that it makes a clear distinction between concepts and referents. Although it is trained only on corpus data, I argue that it can be grounded in a more principled way than a vector space model, because the same semantic space could be used for both grounded data and latent pixies. Turning to lexical semantic goals, I first note that vagueness is built into the definition of a semantic function. Meanwhile, the model-theoretic definition of hyponymy in terms of subsets can be straightforwardly transferred. Polysemy is harder to formally define, since the goal is to avoid finite sense inventories. However, I argue that a semantic space allows a more fluid notion of sense, with Ruhl (1989)’s underspecified senses formalised as semantic functions taking high values over a large region of space. Turning to sentence-level goals, I first note that DMRS provides a mechanism for semantic composition. Meanwhile, truth values are built into the probabilistic graphical model, and the separation of predicates and pixies allows a natural separation of standing meaning and occasion meaning. These last two points will be discussed further in Chapter 4. Finally, for the goal of learnability, I note that the latent variables make learning more challenging, but I will present tractable learning algorithms in Chapter 5.

Chapter 4: From Bayesian Inference to Logical Inference

In this chapter, I explain how the logical structure of the framework is useful. I first show how Bayesian inference can provide an account of context-dependent meanings. This account maintains the intuition of Searle (1980) and Elman (2009), that language cannot be understood independently of world knowledge. However, this is done using a precisely defined mathematical mechanism: world knowledge is represented as a prior distribution over situations, standing meaning is represented using DMRS graphs and semantic functions, and occasion meaning is calculated as the posterior distribution over situations given the truth of a DMRS graph.

This account of context dependence can be easily extended to other kinds of context, because probabilistic graphical models provide a flexible way to extend a distribution to include more variables. I argue that, compared to classical approaches to context dependence (for example: Kaplan, 1979, 1989; Recanati, 2012), my approach is both more precise in its mathematical mechanism, and more general in its dependence on arbitrary context. Furthermore, I show how this approach to context dependence allows predicates to mutually disambiguate one another, because the occasion meanings of all predicates can be calculated jointly.

I then discuss how this kind of context dependence interacts with semantic composition. Given two DMRS graphs and appropriate prior distributions over situations, the occasion meaning of each graph is its posterior distribution over situations. I explain that composing the two graphs produces a new posterior distribution over larger situations, but this new posterior is not the same as independently combining the posteriors of the two graphs. This is because, as soon as the graphs are composed, the random variables are connected, and so the new posterior distribution depends on the entire composed graph. I relate this to what McNally and Boleda (2017) term conceptually afforded composition and referentially afforded composition. Composition of DMRS graphs relies on knowledge of concepts stored in the lexicon, and how they can combine. In contrast, composition of occasion meanings relies on knowledge of referents in a situation.

The above discussion has been about Bayesian inference over pixie-valued random variables. In the last part of the chapter, I turn to Bayesian inference over truth-valued random variables, showing how this can be used for logical inference. I set up a correspondence between logical propositions and statements about conditional probabilities. For example, a universally quantified proposition corresponds to a conditional probability of 1, while a existentially quantified proposition corresponds to a conditional probability greater than 0. Furthermore, I prove an equivalence with traditional syllogistic logic. Removing bound variables in a traditional logic corresponds to marginalising out random variables in my probabilistic approach. This correspondence will be generalised and further explored in Chapter 7.
Chapter 5: Implementation and Inference Algorithms

The discussion in Chapters 3 and 4 has been relatively theoretical. A probabilistic graphical model only gives constraints on a distribution, rather defining a specific distribution. In this chapter, I explicitly construct a distribution that implements this graphical model, and I derive tractable inference algorithms.

The most crucial part of this chapter is the description of the model architecture, illustrated in Fig. 4. Because of the combination of directed and undirected edges in the graphical model (necessary for the equivalence with model theory), there are no existing neural network models that can be directly adapted for this purpose. Nonetheless, I have tried to keep the network architecture as simple as possible, so as not to introduce additional challenges.

I take pixies to be sparse binary-valued vectors. Intuitively, each dimension represents a different feature. Sparse representations have been shown to be beneficial in NLP, both for applications and for interpretability of features (for example: Murphy et al., 2012; Faruqui et al., 2015).

To define the distribution over situations, I use a Restricted Boltzmann Machine (RBM) (Smolensky, 1986; Hinton et al., 2006; Hinton, 2010), as adapted by Swersky et al. (2012) for sparse vectors. This is illustrated in the top row of Fig. 4. Each type of semantic dependency (such as \( \text{ARG1} \) or \( \text{ARG2} \)) has a parameter matrix, which determines the strength of association between features of the linked pixies. To define the semantic functions, I use single-layer feedforward neural networks. This is illustrated by the connections between the top and middle rows of Fig. 4. Each semantic function has a parameter vector, which determines the strength of association with each feature. Finally, to generate predicates based on truth values (the bottom row of Fig. 4), I use a hard-coded method, for simplicity. The probability of generating a predicate is weighted according to the probability of truth and the frequency of the predicate.

After defining the model, I discuss the fact that the model only implements soft constraints on semantics, because probabilities of truth are never exactly 0 or 1. However, I point out that the high dimensionality of the space means that interesting subspaces are very small compared to the whole space, with the result that, in order to be useful, semantic functions must in practice be close to step functions. This makes them look more like classical truth-conditional functions taking only 0 and 1 as values.

The rest of the chapter is dedicated to how to train and use the model. The main challenge is the large number of latent variables: when training a model on text, we only observe predicates, not truth values or pixies. This means that, for every observed predicate, there is a latent pixie which the predicate is true of. Furthermore, for each latent pixie there is also a latent truth value for every other predicate in the vocabulary.

I propose training the model using gradient descent, a standard optimisation algorithm in machine learning. The aim is to maximise the probability of observing the training data, based on the parameters of the RBM and of the semantic functions. I give the gradients of the log-likelihood with respect to these parameters, along with both full derivations and intuitive explanations.

However, exactly calculating the gradients requires summing over the entire semantic space. For a high-dimensional space, this is infeasible. To make training tractable, I adapt two approximate inference techniques.

The first technique is Markov Chain Monte Carlo (MCMC). This approximates the intractable sum by sampling a small number of points, which should be representative of the whole distribution. This is often used for RBMs (Hinton, 2002, 2010). In our case, we need to sample from three distributions: pixies not conditioned on any observations, pixies conditioned on observed predicates, and truth values conditioned on latent pixies. For the first distribution, I propose using belief propagation (see: Yedidia et al., 2003), as applied to RBMs by Swersky et al. (2012). For the two conditional distributions, I propose using the Metropolis-Hastings algorithm (Metropolis et al., 1953; Hastings, 1970).

These MCMC algorithms are guaranteed to provide unbiased estimates, but they may require many iterations, which means that they can be slow in practice. The second approximate inference technique I present is Variational Inference. The idea is to directly approximate the distribution we would like to calculate, and then optimise this approximation. I
use a mean-field approximation, where each dimension has an independent probability of being active, and all of these probabilities are jointly optimised. I derive an algorithm similar in spirit to Expectation Propagation (Minka, 2001), but I note that Expectation Propagation cannot be applied directly, because my model is not in the exponential family.

Finally, I explain how these approximate inference techniques can be used not just for training, but also for making tractable the calculations proposed in Chapter 4. In particular, I explain how the mean-field vectors produced by Variational Inference can be seen as approximate occasion meanings, and I explain how they can be used to perform approximate logical inference.

Chapter 6: Experiments

In this chapter, I bring together the work of the previous chapters, and test my framework empirically. For my training corpus, I use WikiWoods, a parsed version of the English Wikipedia, provid DMRS graphs for 55m sentences (Flickinger et al., 2010; Solberg, 2012). I describe my pre-processing steps, extracting simplified DMRS graphs using Pydmrs (Copes-take et al., 2016), and lemmatising out-of-vocabulary items using Morphy (Fellbaum, 1998; Bird et al., 2009). I also transform DMRS graphs involving the copula, to enforce coreference between the subject and object.

I discuss all hyperparameters which must be set before training begins. These include decisions about the model architecture (such as dimensionality), decisions about the objective function (such as regularisation, to avoid overfitting) and decisions about optimisation algorithm (such as the learning rate).

I also discuss how the model parameters should be initialised, as this can reduce the training time. To initialise the semantic function parameters, I propose using Random Positive-only Projections, a random-indexing technique for producing count vectors (QasemiZadeh and Kallmeyer, 2016). To initialise the RBM parameters based on the semantic function parameters, I propose using mean-field vectors, treating each pixie as independent. This allows the RBM matrices to be initialised as sums of outer products of mean-field vectors.

After training a model, I turn to evaluation. I note that finding a good evaluation task is far from obvious. Simple similarity tasks do not require structured semantic representations like dependency graphs, while tasks like textual entailment require a level of coverage beyond the scope of this thesis. As well as evaluating on lexical similarity datasets, I also consider two additional datasets which allow us to explore approaches to semantic composition: one involves measuring similarity in context, and the other involves composition of relative clauses.

For lexical similarity, I evaluate on four datasets: SimLex-999 (Hill et al., 2015), SimVerb-3500 (Gerz et al., 2016), MEN (Bruni et al., 2014), and WordSim-353 (Finkelstein et al., 2001; Agirre et al., 2009). The range of datasets allows us to contrast similarity and relatedness. For example, painter and painting are related (since a painter paints paintings), but they are unlikely to be true of the same individuals, and the individuals they are true of are unlikely to share features. In contrast, painter and artist are similar. Vector space models tend to conflate these two notions. In contrast, my results demonstrate that my model captures similarity without confuting it with relatedness – it outperforms state-of-the-art vector space models on similarity datasets, while showing low correlation for relatedness.

To investigate context dependence, I used the dataset of Grefenstette and Sadrzadeh (2011), which consists of pairs of subject-verb-object triples, where only the verb varies in each pair – for example, (table, show, result) and (table, express, result). Each pair was annotated for similarity. The performance of my model matches the best model Grefenstette and Sadrzadeh consider. Furthermore, an ensemble model (combining my model and a vector space model) matches the improved model of Grefenstette et al. (2013), despite using less training data. It is also important to note that the fact that the ensemble outperforms both the semantic function model and the vector space model shows that the two models have learnt different kinds of information.

Finally, to investigate semantic composition, I used the RELPRON dataset (Rimell et al., 2016). This consists of a set of terms, each paired with up to ten properties. Each property is a short phrase, consisting of a hyperonym of the term, modified by a relative clause with a transitive verb. For example, a telescope is a device that astronomers use, and a saw is a device that cuts wood. The task is to identify the properties for each term.
A model that uses relatedness can perform fairly well on this dataset – for example, astronomer can predict telescope, without knowing what relation there is between them. However, the dataset also includes lexical confounders – for example, a document that has a balance is a financial account, not the quality of balance (not falling over). The lexical overlap means that the confounders confuse vector space models, including the models that Rimell et al. tested. Overall, my model performs worse than vector addition, perhaps as expected, since it does not capture relatedness. However, an ensemble (combining my model and a vector space model) performs better than either model alone. In particular, the ensemble performs much better than the vector space model on the lexical confounders. In fact, the ensemble weights indicate that the semantic function model has effectively taken over responsibility for deciding if the head noun is a hyperonym of the term, while the vector space model can better detect relatedness between the other noun and the term. To my knowledge, this is the first system that manages to improve both overall performance as well as performance on the confounders.

Chapter 7: Quantifiers and First-Order Logic

In this chapter, I take the logical equivalence presented in Chapter 4, and extend it to deal with multiple quantifiers, thereby allowing us to handle arbitrary propositions in first-order logic. This is an important strength compared to current distributional semantic models.

I first provide a background on generalised quantifiers (Barwise and Cooper, 1981; Van Benthem, 1984), and scope trees as illustrated in Fig. 7. This gives the classical non-probabilistic view which I aim to generalise probabilistically. A generalised quantifier assigns truth based on the cardinality of the restriction and the cardinality of the intersection of the restriction and body. I define a probabilistic quantifier to assign a probability of truth, based on the conditional probability of the body given the restriction – this conditional probability is exactly the ratio of the two classical cardinalities. Finally, just as a logical proposition can combine several quantifiers in a scope tree, we can define multiple random variables to create a probabilistic scope tree, as illustrated in Fig. 8 (compared to Fig. 7, $\alpha$ is picture, $\beta$ is tell, $\gamma$ is story, and the scope tree is upside-down). Quantifying over a logical variable corresponds to marginalising out a random variable.

I then show how a probabilistic approach provides a natural account of vague quantifiers (such as few and many). This is in the spirit of classical accounts (for example: Partee, 1988), but made more precise by using probability to model an underspecified threshold. Furthermore, this account extends to generic quantification (for example, dogs bark and ducks lay eggs). Generics are ubiquitous in natural language, but they are challenging for classical models, because the truth conditions seem to depend heavily on context (for example: Carlson, 1977; Carlson and Pelletier, 1995; Leslie, 2008; Herbelot, 2010). I show how my approach is compatible with Tessler and Goodman (2016)’s account of generics using Rational Speech Acts (RSA), a Bayesian approach to pragmatics (Frank and Goodman, 2012; Goodman and Frank, 2016).

In the last part of the chapter, I explain how precise quantifiers can be meaningfully combined with vague predicates, and I relate this chapter to the simpler account given in Chapter 4.

Figure 7: A scope tree representing the most likely reading of the sentence every picture tells a story. Each non-terminal node is a generalised quantifier, with its bound variable given in brackets. Its left child is its restriction, and its right child is its body. Going up through the tree, one variable is quantified over at a time, until the root of the tree has no free variables.

Figure 8: A probabilistic scope tree. $T_1$, $T_2$, $T_3$ correspond to non-terminal nodes in Fig. 7, going up through the tree. Solid lines indicate conditional dependence (on the value of the parent node), and dotted lines indicate the scope true (using the distribution of the parent node). One random variable is marginalised out at a time, until $T_3$ is no longer dependent on any variables.
Chapter 8: Conclusion

In the final chapter, I reflect on the achievements of the thesis, and give an outlook on future work. The main contribution of this thesis is a framework for distributional semantics which is compatible with model theory. Developing this framework has required extending model theory, and in particular, taking generalisation seriously. Furthermore, I have shown that a probabilistic model is more than just a computational convenience, but in fact allows a natural account of context dependence, which I have successfully applied to real-world datasets. I have also shown how the framework has a clear logical interpretation, and have presented a probabilistic generalisation of first-order logic with generalised quantifiers, which furthermore gives a natural account of vague quantifiers.

However, this thesis also represents the basis of a larger research project. Because the framework developed in this thesis is interpretable in linguistic terms and in logical terms, there is a clear and plausible path from this work to more general models of language. I outline four extensions, aiming towards the goals discussed in Chapter 2.

First, I discuss joint learning from multiple data sources, including both grounded data (such as images) and ontologies (such as WordNet). Second, I discuss semi-compositional expressions – for example, a magic carpet is both magic and a carpet, but is also able to fly. Semi-compositional constructions are poorly understood, both theoretically and computationally (for example: Sag et al., 2002; Reddy et al., 2011; Vincze, 2012). I sketch an account, building on the approach of Chapter 7.

Third, I discuss pragmatics, which encompasses context dependence in a larger sense. I suggest that combining my framework with RSA (discussed in Chapter 7) would both extend my framework to include pragmatic reasoning, and allow us to scale up RSA to a large domain. Fourth, I discuss amortised variational inference and graph convolutions, two machine learning techniques which might significantly improve learning efficiency.

Reaching all of the goals given in Chapter 2 would be a breakthrough in computational linguistics. The framework I have developed in this thesis provides a basis from which we might hope to reach them.
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