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• Review of RLLib’s distributed training


• Scaling the number of devices


• Parallel rollouts


• Model-free reinforcement learning
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Mini-Project: Evaluation 

• Scaling performance (throughput, convergence)


• Experiment with several algorithms, compare performance


• IMPALA, PPO, A3C


• Comparison to other popular frameworks (TorchRL)
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