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Parameter Optimisation Is a Big Thing!

• Test every combination — how to traverse fast? 

• Used for: 

• Hyperparameter Tuning 

• Neural Architecture Search 

• Reinforcement Learning 

• List goes on



Multi-Objective Optimisation



Current State
Multi-Objective Bayesian Optimisation can be done using: 

• BoTorch (via Ax) 

• Hebo (Huawei’s thing) 

• Optuna 

• SMAC3 

• Smaller tools like Dragonfly 

Using Ray as a distributed backbone 





RayTune integrates with both Ax and Optuna but: 

1. For Ax - MO not supported when used with RayTune 

2. For HEBO - MO not supported when used with RayTune 

3. For Optuna - RayTune MO works, but schedulers like 
ASHA do not work with multiple objectives 



ASHA - Allocate a small budget to each configuration, evaluate all 
configurations and keep the top 1/η, increase the budget per 

configuration by a factor of η, and repeat until the maximum per-
configuration budget of R is reached







RayTune’s Docs

“If you don’t specify a scheduler, Tune will use a first-in-first-out 
(FIFO) scheduler by default, which simply passes through the trials 

selected by your search algorithm in the order they were picked 
and does not perform any early stopping.”



Limitations in Literature
• Limited work compares modern MO BO methods — very niche area, 

especially when used for pruning / NAS / hyper parameter tuning 

• RayTune doesn’t integrate well with MO BO search methods 

• Either doesn’t support multi-objective at all  

• Or cannot use RayTune’s scheduler with the MO BO method



3 mini-projects over Christmas!



My Plan
• Explore RayTune, Optuna, Ax 

• Explore HEBO 

• Compare, evaluate, critique MO BO algorithms on hyperparameter tuning and elementary 
NAS (has not been done before) 

• MAYBE: If I have the time (may not happen or even work), improve RayTune’s ASHA scheduler 
to speed up multi-objective, incorporate Pareto front, speed up Optuna + RayTune



Done So Far
• Explore RayTune, Optuna, Ax 

• Explore HEBO 

• Compare, evaluate, critique MO BO algorithms on hyperparameter tuning and elementary 
NAS (has not been done before) 

• MAYBE: If I have the time (may not happen or even work), improve RayTune’s ASHA scheduler 
to speed up multi-objective, incorporate Pareto front, speed up Optuna + RayTune



Questions?


