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Background: LA-MCTS (W. Lin et al. 2020) 



Background: Heterogeneous Search Space

LA-MCTS has integrated GP-based BO algorithms as its local samplers

● Basic form of GP-BO assumes that the inputs are continuous
● But there are:

○ Discrete/Ordinal Variables (e.g. number of layers in an MLP)
○ Categorical Variables (e.g. choice of activation functions for a MLP layer)

GP-BO does not inherently support them and needs further pre-/post- processing 
techniques



Approach: SMAC (F. Hutter et al. 2011)

Sequential Model-based Algorithm Configuration (SMAC)

Random Forest



Approach: SMAC3 (M. Lindauer et al. 2021)



Evaluation

Principle: High-dimensional and Heterogeneous Search Space

● Current thinking: ML model hyperparameter optimization tasks
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