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• Heterogeneous distributed communication patterns
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• Towards higher level APIs and standardization
  • Keras (Chollet et al., 2015)
  • ONNX (Facebook Inc., 2017)

• Towards better performance
  • Hardware improvements
  • Software improvements
    • Weld (Palkar et al., 2017)
    • FlexFlow (Jia et al., 2018)
  • …
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Multi-framework
• TensorFlow
• PyTorch

Multi-paradigm
• distributed TensorFlow (Abadi et al., 2016)
• Ray (Moritz et al., 2017)
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Reinforcement learning (RL) tasks are challenging to implement, execute, and test due to algorithmic instability, hyper-parameter sensitivity, and heterogeneous distributed communication patterns. We argue for the separation of logical component composition, backend graph definition, and distributed execution. To this end, we introduce RLgraph, a library for designing and executing reinforcement learning tasks in both static graph and define-by-run paradigms. The resulting implementations are robust, incrementally testable …
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• Autograph far more capable
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- Is being backend agnostic really beneficial?
  - Constant updates with new backend versions necessary
  - Increased maintenance effort
- Problems in one specific backend should be addressed in that backend
- Is mixing Python control flow with machine learning framework code really bad?
  - Autograph
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