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Model-free RL

e Policy network: RL Algorithms

select the action to take { )

Model-Free RL Model-Based RL
* Value network: — S
predict the expected

] 1 ] !
reward in current state

Policy Optimization (J-Learning Learn the Model Given the Model

Policy Gradient World Models L) AlphaZero
DDPG

AZC fA3C C3l I24a
3 -
PPO QR-DON MBMF

TRPO HER — MBVE

Source: . MIT-licensed, 2018.


https://spinningup.openai.com/en/latest/spinningup/rl_intro2.html

Policy optimization




REINFORCE (1999

Algm‘ithm 1 Vanilla Policy Gradient Algorithm
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Compute advant o _
on the current value function 1‘u

N Ota b | e SUCCeSS. 2 O 1 3 Ata I’I 6:  Estimate policy gradient as

Standard gradient ascent = 5 E,;E log ma(ausi)ly, A

0

Compute policy update, either using standard gradient ascent,

But small parameter changes

might still harm performance O = O+ s
g P

or via another gradient ascent algorithm like Adam.
Fit value function by regression on mean-squared error:

A. Karpathy it

in 130 lines in numpy s = argmin o

typically via some gradient descent algorithm.
9: end for

Source: https://spinningup.openai.com/en/latest/algorithms/vpg.html


https://karpathy.github.io/2016/05/31/rl/

PPO (2017)

ldea: disincentivise large changes in one step of policy improvement.

One network approximates the policy and the value function (but this is not key to PPO)

Updates are standard. In each step, loss looks at the old and new probability

If the actual update is too big, loss treats it as if it changed only by €*100%. Typically, € = 0.2
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PPG (2020)

* Policy network: T,
Cfy LS .:'
* Same as that used in PPO - A

» Optimizing the clipped surrogate function with an entropy bonus

« Has two heads: a policy head and an auxilliary value head Folicy Network Value Network

e Parameters shared s )

\
e Value network:

» Predicts the value given a state

 Parameters distinct

Source: PPG paper



Training of PPG

¢ PO|ICy phase: Algorithm 1 PPG
for phase = 1.2, ... do

Initialize empty buffer B

» Estimate advantage function (GAE)

- Optimize the policy for clipped loss for iteration = 1,2, .... N_ do > Policy Phase
Perform rollouts under current policy 7
* Optimize the value network w/ MSE Compute value function target V;™® for each state s,

for epoch = 1.2, ..., £ do - Policy Epochs
e Auxili h . Optimize L™ J‘—I— 3sS[w] wrt 6
UXiliary phase: -
for epoch = 1,2, ..., £y do > Value Epochs
* Auxiliary loss: MSE on target values. Optimize L™ wrt 6y

Add all (s, V T“"l to B

* Joint loss = auxiliary loss + _ P :
y Compute and store current policy my_,,(-|s¢) for all states s; in B

behavioural cloning (keeps policy). for epoch = 1,2,..., E,,. do e Auxiliary Phase

Optimize L7 wrt #_, on all data in B

* Optimize these two losses. S - _ :
Optimize LY wrt #y, on all data in B
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Results

CoinRun StarPilot CaveFlyer Dodgeball Mean Normalized Performance

« Tested on Procgen
(which is an improved
variation of Atari)

« Converges faster and
learns better than PPO

Timesteps (M)

Figure 2: Sample efficiency of PPG compared to a PPO baseline




RLGraph

Pre-built models,

AP|, Component configuration :
inference

Model design,

S el DI g dataflow composition

TensorFlow PyTorch LDQEI backends_
variables/operations

Distributed TF Ray [
execution engine

Execution,
orchestration

Hardware: CPU, GPU, TPU, FPGAs...

Source: https://rlgraph.github.io/rlgraph/2019/01/04/introducing-rlgraph.html



RLGraph

General purpose API: get_action, update, export,..

RLgraph

local Graph

execution i | executor/

layer devices/
: profiling

Distributed
coordination

| Ray executor I
layer ——————

_._.._.- -. ) ™ -
Ray Ray

Graph |
Builder | :

T, I

‘ Distributed TF/PS ‘

.-..-.-.'.' F %
TF ‘

. T
|__Wurker 1) = | Worker n__I ‘.__Wurker 1) | Worker n,

Vectorized Local
sample RLgraph
collection agent

Graph executor
syncs variables to PS,
manages plugins (Horovod)

Source: https://rlgraph.github.io/rlgraph/2019/01/04/introducing-rlgraph.htm|



Goals

* Reimplement the PPG in RLGraph

* Benchmark performance of PPG in RLGraph on Atari and Gym scenarios



