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CHALLENGES IN LARGE GRAPHS PROCESSING

1. Relying on an existing distributed computing platform is often ill-suited for graph processing.
2. Single-computer algorithm libraries limit the scale of problems that can be addressed.
3. Existing parallel graph systems do not address fault-tolerance or other issues that are important for large scale distributed systems.
In Pregel, our iterations are called Supersteps, in these supersteps, the framework invokes a user-defined function on all each of the active vertices.

During the computation, the vertices can exchange data with any other vertex. These messages will be available to the destination vertex at the beginning of the next iteration/superstep.

Pregel also uses this model to implement fault-tolerance by checkpointing at the end of every superstep.
COMBINERS & AGGREGATORS

Two network-saving optimisations

- **COMBINERS**
  - Combine messages from other vertices
  - Used to save network bandwidth

- **AGGREGATORS**
  - Mechanisms for global communication
  - Used for global coordination, monitoring and data
EVALUATION

Experiments conducted on a cluster of 300 multicore commodity PCs, calculating the single-source shortest paths

TOP: SSSP 1 billion vertex binary tree

BOTTOM: SSSP varying graph sizes on 800 worker tasks scheduled on 300 multicore machines

Even using a naïve implementation of SSSP implemented on Pregel, was comparable than the state-of-the-art system, with relatively little coding effort.
Paper's Strengths and Contributions

- Provides an easy API for vertex-centric graph processing
- Has led to the development of many Pregel-like systems, including Apache Giraph, GPS, Mizan, and GraphLab, all appearing within 3 years of the papers' publication
- Pregel efficiently scales up with graph size
- Fault-tolerance clearly built into the system, rather than an afterthought
- The BSP system reduces the likelihood of race conditions and deadlocks
- The outcome of each superstep is immediately known and provides real-time progress of the algorithm.
MODEL CRITICISMS

- **Using a vertex-centric programming model without regard to graph partitioning and data layout on disk can lead to unnecessary I/O initialization and a performance drop.**

- **Mapping shared memory graph algorithms to this model is not trivial and required new vertex-centric algorithms to be developed.**

- **Communication between two vertices connected by an edge usually requires network I/O as the vertices may reside on different hosts.**

- **Massive graphs can impose coordination overheads on this degree of parallelism that may outweigh the benefits.**
PAPER CRITICISMS

- C++ API
- NO DIRECT COMPARISON TO EXISTING SOLUTIONS OR SINGLE MACHINE WORKLOADS
- STATIC PARTITIONING
- EVALUATION WAS INCOMPLETE & VAGUE
- CHECKPOINT RECOVERY COST IS HIGH
DISTRIBUTED GRAPH PROCESSING DEVELOPMENTS SINCE

1. RELEASE OF SEVERAL PREGEL-LIKE SYSTEMS
   - Apache Giraph (2013)
   - Graph Processing System (2013)
   - Mizan (2013)
   - GraphLab (2013)

2. EDGE-CENTRIC PROCESSING
   - Roy et al. *X-Stream: Edge-centric Graph Processing using Streaming Partitions*

3. USE OF GPU-ACCELERATED PROCESSING
   - Merrill et al. *Scalable GPU Graph Traversal*

4. HARDWARE-ACCELERATED GRAPH PROCESSING
   - Ma et al. *Minnow: Lightweight Offload Engines for Worklist Management and Worklist-Directed Prefetching*
OPEN CHALLENGES

- All systems use multi-node clusters and do not exploit the elasticity property of the cloud.

- The heterogeneity of different graph algorithms means there isn’t a singular dominant distributed architecture.

- Lack of a good high-level abstraction, comparable to resilient distributed datasets.
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