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Motivation
§ Problem:	Users	struggle	to	write	good	features

§ DNNs	to	rescue:
§ perform	well	without	any	hand-engineered	features

§ State-of-the-art	machine	learning	models	require	massive	labeled	training	sets
§ Often	do	not	exist	for	real-world	applications

§ Hand-labeled	training	data	is	expensive	and	slow	to	collect

§ A	common	scenario
§ access	to	tons	of unlabeled training	data,	and	have	some	idea	of	how	to	label	it	programmatically

§ Key	idea:	model	the	process	of	training	set	creation



Weak	Supervision
§ Generate	training	data	using	heuristics,	rules-of-thumb,	existing	databases,	ontologies,	…

§ It	isn't	perfectly	accurate,	possibly	consists	overlapping	and	conflicting	signals

§ Sources	of	weak	supervision
§ Domain	heuristics	(e.g.	common	patterns,	rules	of	thumb,	etc.)
§ Distant	supervision	- Existing	ground-truth	data	that	is	not	an	exact	fit	for	the	specific	task
§ Weak	classifiers	(boosting)
§ Unreliable	non-expert	annotators	(e.g.	crowdsourcing)

§ Data	programming	(Ratner,	Alexander	J.,	et	al.,	2016)
§ Domain	experts	encode	various	weak	supervision	signals	as labeling	functions
§ These	labeling	functions	can	be	noisy	but	can	be	reconciled	and	denoised automatically
§ Used	to	train	a	discriminative	model



Extracting	Spouse	Relations	- Preprocessing
q Process	documents	into	sentences	and	tokens

q Define	Candidate	Schema

Spouse	=	candidate_subclass('Spouse',	['person1',	'person2'])

q Define	Candidate	Extractor
q Named	Entity	Recognition	- PersonMatcher
q Extract Candidate	objects	for	all	pairs	of	n-grams	that	were	tagged	as	people

CandidateExtractor(Spouse,	[ngrams,	ngrams],	[person_matcher,	person_matcher])

q Apply	Candidate	Extractor	to	all	preprocessed	documents



Extracting	spouse	relations	- Generating and	
modeling noisy	training	labels
§ Create	Labeling	Functions
§ Marks	each	Candidate	as	‘true,	‘false’,	or	‘abstain’
§ Pattern-based

§ E.g.	Checking	whether	the	last	names	match

§ Distant	Supervision
§ E.g.	DB	of	known	spouse	pairs

§ Apply	over	all	training	candidates

§ Fit	the	Generative	Model
§ Train	a	model	of	the	LFs	to	estimate	their	accuracies
§ Once	the	model	is	trained,	outputs	of	the	LFs	are	combined	into	a	single,	noise-aware	training	label	set

[0.07592901,	0.07395425,	0.11954169,	0.11397737,	0.07065144,	
0.6901572	,	0.07358515,	0.15698341,	0.13658573,	0.08221857]



Extracting	spouse	relations	- Generating and	
modeling noisy	training	labels

Results	on	the	dev	set:



Extracting	spouse	relations	- Training	an	End	
Extraction	Mode
§ Train	a	predictive	model
§ A	state-of-the-art	deep	neural	network

§ Snorkel	provides	API	for	frameworks	such	as	TensorFlow,	PyTorch

§ Uses	probabilistic	training	labels	from	the	generative	model

§ Binary	output	- spouse/non-spouse	candidate





USER:

§ Provide	unlabeled	data

§Writes	labeling	functions

§ Chooses	a	discriminative	model	
(e.g.	Bi-LSTM)

SNORKEL:

§ Creates	a	noisy	training	data

§ Learns	a	model	of	this	noise

§ Trains	a	noise-aware	discriminative	model



Generative	Model	or	Majority	Voting?
§ “When	does	modeling	the	accuracies	of	sources	
improve	end-to-end	predictive	performance?”

§ Heuristic	- ratio	of	positive	to	negative	labels



Correlated	labels
§ Snorkel	users	writing	labeling	functions	that	are	statistically	dependent.
§ LF	are	variations	of	each	other
§ LF	operate	on	correlated	inputs
§ LF	use	correlated	sources	of	knowledge

§ This	affects	estimates	of	the	true	labels

§ Getting	users	to	somehow	indicate	dependencies	by	hand	is	difficult	and	error-prone

§ Pseudo-likelihood	estimator
§ Selecting	which	dependencies	to	model	
§ Hyper-parameter	e:	trades-off	between	predictive	performance	and	computational	cost
§ Large	e	=	no	correlations	included
§ Choice	of	e	determines	the	model’s	complexity



Correlated	labels



Evaluation	– User	Study
§ How	quickly	subject-matter	experts	could	learn	to	write	labelling	functions

§ 4.5	hours	of	instruction	on	how	to	use	and	evaluate	models	developed	using	Snorkel

§ 2.5	hours	to	write	labelling	functions

§ Snorkel	users:	30.4	F1	average	score

§ The	average	hand-supervision:	20.9	F1	average	score



Evaluation	- Applications



Evaluation



Effect	of	Generative	Modeling



Conclusion
§ Snorkel	provides	a	new	paradigm	for	managing	weak	supervision	to	create	training	data	sets

§ Users	provide	Labeling	Functions	that	capture	domain	knowledge	and	resources

§ Discriminative	models	trained	on	Snorkel’s	probabilistic	labels	produce	consistently	better	
labeling

§ Labeling	functions	written	in	Snorkel,	even	by	SME	users,	can	match	or	exceed	a	traditional	
hand-labeling	approach



Thank	you!


