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Overview

GraphChi [KBG12]

I Appealing for low-budget graph processing
I Relevance depends on two metrics:

I Ease of vertex-centric algorithm implementations
I Efficiency

This Project

I Implementation of traditional graph algorithms

I Experimental (and comparative?) study
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Background

GraphChi

I Disk-based, single PC system for massive graphs

I Vertex-centric
I Parallel Sliding Windows (PSW)

I Each vertex mapped to interval, stored in shard
I Shard also contains in-edges, fits in memory
I Asynchronous
I O(P2) random disk accesses per iteration
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Motivation

Implementation

I Graph traversal inefficient
I Evaluation focuses on non-traditional algorithms:

I PageRank, belief propagation, matrix factorization

I Triangle counting

Figure: https://code.google.com/p/graphchi/wiki/

CreatingGraphChiApplications
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Example

Triangle Counting

I More than 400 LOC excluding comments
I Source code comments:

I This algorithm is quite complicated and requires ’trickery’ to
work well on GraphChi

I The application involves a special preprocessing step

I https://github.com/GraphChi/graphchi-cpp/blob/

master/example_apps/trianglecounting.cpp
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This Project

Algorithms

I Many algorithms for same graph problem
I But which ones can be implemented?

I Connected Components (CC)
I BFS, DFS, Union-Find
I Goal: Optimize implementation using path compression

I Minimum Spanning Tree (MST)
I Prim, Kruskal, Boruvka, etc.
I Goal: Implement Kruskal using Union-Find

I Single Source Shortest Path (SSSP)
I Dijkstra, Bellman-Ford, etc.
I Reach goal: Implement any algorithm

I Expected result: goals achievable, anything else really hard
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Motivation

Efficiency

I Distributed systems up to 40x faster
I At 256x more power

I Pre-processing up to 37 minutes
I Slower to partition Yahoo graph than run Webgraph on it!
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This Project

Experiments

I Test algorithms runtime
I Goal: Compare HDD vs. SSD

I Comparison with other systems
I Goal: X-Stream [RMZ13]
I Reach goal: Pregel [MAB+10]
I Impossible: Turbograph [HLP+13]

I Expected result: Pregel > X-Stream � SSD � HDD
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Conclusions

Key Questions

I How easy is it to solve traditional graph problems?
I Answer for CC, MST, SSSP

I How slow is GraphChi?
I Compare SSD vs. HDD
I Compare to X-Stream
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