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Managing efficient configurations is a central chal-
lenge in computer systems. For example, database
systems expose a large variety of configuration pa-
rameters to customize every aspect of data manage-
ment from storage engine to high level request pa-
rameters. Efficient deployments require optimized re-
source management, task scheduling, and fine-tuned
configurations.

Parameters are typically determined through a
combination of manual work, software vendors, and
open source community recommendations. Recently,
auto-tuning tools such as Spearmint or OpenTuner
[2, 1] have been integrated into this process. Users
employ such tools by exposing configuration param-
eters and application performance metrics to a black
box optimizer which iteratively improves and eval-
uates configurations. A popular auto-tuning tech-
nique is Bayesian optimization, which incrementally
builds a probabilistic model of parameter perfor-
mance. These offline methods produce static config-
urations representing the best compromise between
different service demands of an application.

In contrast, in the online case, distinct workloads
are pre-identified offline and then matched to differ-
ent configurations online based on continuous moni-
toring. Designing such solutions frequently leads to
a constructive understanding of system and work-
load behaviour, and the resulting solutions tend to
be well understood. In turn, such tailor-made models
require extensive human analysis and experimenta-
tion, and may lack portability. Reinforcement learn-
ing (RL) suggests to address this problem by learning
an adaptive control policy by trial and error without
an analytical model [3]. Recent successes in com-
bining neural networks with reinforcement learning
have sparked new interested in attempting to learn
adaptive configuration policies from raw system data.
While theoretically appealing, practical deployments
of reinforcement learning solutions remain elusive due
to large training data requirements, algorithmic insta-
bility, and lack of standard tools.

RL algorithms do not require supervised training
data but need to interact with their environment to
explore the state space (initially sampling random ac-
tions), and to learn about the impact of decisions.

The theoretical ability to continuously learn from new
experiences is difficult to realize in practice if behav-
ior in new situations is unpredictable and may have
catastrophic consequences. A common strategy to
avoid exposing production systems to unpredictable
behavior is to train RL agents in simulation and de-
ploy the simulation-trained model. This approach en-
ables researchers to explore small proof-of-concept ex-
periments but also introduces the risk of making unre-
alistic assumptions and oversimplifying the problem
domain. Some research domains (e.g. networking)
have access to reliable protocol simulators but this is
not the case for many optimization problems.

This paper investigates mechanisms to close the
gap between research and practice via both software
infrastructure and algorithms. We address the is-
sue of instability and data efficiency by focusing on
systems with rich performance profiling. We further
introduce TensorForce1, a deep reinforcement learn-
ing library for applied use cases focusing on strict
separation of environment and RL model. Our key
practical insight is that log data of static configura-

tions can be leveraged to guide model creation with-
out requiring a simulator. We evaluate the end-to-
end approach for generating controllers on a proof-of-
concept case study learning compound indexing from
database profiling logs. Results show that logs of
static configurations can be used to generate a dy-
namic controller for automatic indexing.
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1https://github.com/reinforceio/tensorforce
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