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$$
\begin{aligned}
& \text { For } m=n \text {, we get } \\
& \text { the } \Theta\left(\frac{\log n}{\log \log n}\right) \text { bound. }
\end{aligned}
$$
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## RBB in action

- Starting with an unbalanced configuration, the process eventually stabilises in a balanced configuration.
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- How many rounds for all balls to traverse all bins?
$>$ For $m=n$, w.h.p. the traversal time is $\Omega(n \log n)$ and $\mathcal{O}\left(n \log ^{2} n\right)\left[\mathrm{BCN}^{+} 19\right]$.
$\Rightarrow$ For $m=\operatorname{poly}(n)$, w.h.p. the traversal time is $\Theta(m \log n)$.
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\begin{aligned}
& {\left[\mathrm{BCN}^{+} 19\right] \text { showed that for }} \\
& m=n \text {, after one round there } \\
& \text { are } \Omega(n) \text { empty bins. }
\end{aligned}
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## Key idea: Analyze the fraction $f^{t}$ of empty bins

Too many empty bins: The load of non-empty bins decreases in expectation.

- Too few empty bins: The load of non-empty bins (almost) remains the same.

$\left[\mathrm{BCN}^{+} 19\right]$ showed that for
$m=n$, after one round there
are $\Omega(n)$ empty bins.

For $m=\omega(n)$, this is more challenging.
For the upper bound, we show that $f^{t}=\Omega(n / m)$.
$\square$ For the lower bound, we show that $f^{t}=\mathcal{O}(n / m)$.
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- We prove that in every round $t \geq 0$,

$$
\mathbf{E}\left[\Phi^{t+1} \mid x^{t}\right] \leq \Phi^{t} \cdot e^{\alpha^{2}-\alpha f^{t}}+6 n
$$

- (Simplified setting) Assume that the fraction of empty bins $f^{t} \geq 2 \alpha$.
$\square$ Then,
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which implies that for any $t \geq 0$,
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$$

Since $\Phi^{0} \leq e^{\alpha m}$, after $t=\Theta(m / \alpha)=\Theta\left(m^{2} / n\right)$ steps, $\mathbf{E}\left[\Phi^{t}\right]=\operatorname{poly}(n)$.
But we don't always have that $f^{t} \geq 2 \alpha$.
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$\square$ Instead we just need to show that $\frac{1}{t} \sum_{s=0}^{t-1} f^{s}=\Omega(\alpha)=\Omega(n / m)$.

- We analyse the adjusted exponential potential,

$$
\tilde{\Phi}^{t}:=\mathbf{1}_{\cap_{s \in[0, t)} \neg \mathcal{E}^{s}} \cdot \Phi^{s}(\alpha) \cdot e^{\sum_{s=0}^{t-1}\left(\alpha f^{s}-1.5 \alpha^{2}\right)}, \text { where } \mathcal{E}^{s}:=\left\{\Phi^{s} \leq \frac{48}{\alpha^{2}} \cdot n\right\} .
$$

We can write the marginal distribution of the loads of bin $i$ as:

$$
x_{i}^{t+1}:=x_{i}^{t}-\mathbf{1}_{x_{i}^{t}>0}+\operatorname{BiN}\left(n \cdot\left(1-f^{t}\right), 1 / n\right) .
$$

- We consider the idealized process with loads:

$$
y_{i}^{t+1}:=y_{i}^{t}-\mathbf{1}_{y_{i}^{t}>0}+\operatorname{Bin}(n, 1 / n) .
$$
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Note that $\Upsilon^{t} \leq m^{2}$. So, using a concentration inequality, in any interval of $\Omega\left(m^{2} / n\right)$ length, there can be $\leq \gamma$ fraction of empty bins.
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$$

## Lower bound $\Omega\left(\frac{m}{n} \cdot \log n\right)$ : Completing the proof

- This means that at least a $1-\gamma\left(\right.$ recall $\left.\gamma=\frac{4 n}{m}\right)$ fraction of the balls are allocated using One-Choice.
$\square$ Using the following lower bound for OnE-CHOICE for $c:=\frac{(1-\gamma)^{2}}{200} \cdot \frac{1}{\gamma^{2}}$,

$$
\operatorname{Pr}\left[\max _{i \in[n]} y_{i}^{c n \log n} \geq\left(c+\frac{\sqrt{c}}{10}\right) \cdot \log n\right] \geq 1-n^{-2}
$$

we obtain that for $t=\Theta\left(m^{2} / n^{2}\right)$,

$$
\operatorname{Pr}\left[\max _{\hat{\Lambda}_{i} \in[n]} x_{i}^{t}=\Omega\left(\frac{m}{n} \cdot \log n\right)\right] \geq 1-n^{-2} .
$$

Actually, this is $\cup_{s \in[0, t]}$ as
in the concentration inequality
we assume the loads are $\mathcal{O}\left(\frac{m}{n} \cdot \log n\right)$.
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## Summary \& Future work

We proved for the RBB process that for any $m=\operatorname{poly}(n)$ :
Eventually reaches a $\Theta\left(\frac{m}{n} \cdot \log n\right)$ maximum load.

- Converges to such configuration in $\mathcal{O}\left(m^{2} / n\right)$ rounds.
- Has an $\Theta(m \log n)$ traversal time.

Several directions for future work:

- Explore the process in the graphical setting $\left[\mathrm{BCN}^{+} 19\right]$.

Explore versions of the process with continuous loads.

- Explore different reallocation rules.
- Relate to the setting where $n \cdot(1-\Theta(n / m))$ new tasks arrive in each round $\left[\mathrm{BFK}^{+} 18\right]$.


## Questions?



More visualisations: dimitrioslos.com/stacs23
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