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Applications in hashing, load balancing and routing.
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The power of two choices suffers from two remaining performance problems: first, server queue length is a poor indicator of wait time, and second, due to messaging delays, multiple schedulers sampling in parallel may experience race conditions.

- In the queuing setting, Whitt [Whi86] remarks:

We have shown that several natural selection rules are not optimal in various situations, but we have not identified any optimal rules. Identifying optimal rules in these situations would obviously be interesting, but appears to be difficult.
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$\rightsquigarrow$ serve $\approx 30 \%$ of websites.
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## Empirical results for different processes

$\operatorname{Gap}(m)$ at $m=n^{2}$ and $n=10^{3}$ bins


- The gaps are decreasingly ordered by $p_{n}: \approx \frac{3}{n}$ (for Three-Choice), $\approx \frac{2}{n}$ (for Two-Choice) and $\approx \frac{1+\beta}{n}$ (for the ( $1+\beta$ )-processes).
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Condition $\mathcal{C}_{1}$ : [PTW15] analyzed processes with (i) p being non-decreasing and (ii) which for some constant $\delta \in(0,1)$, satisfy

$$
p_{\delta n} \leq \frac{1-\epsilon}{n} \quad\left(\text { and } p_{\delta n+1} \geq \frac{1+\Omega(\epsilon)}{n}\right) .
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- [PTW15] used the hyperbolic cosine potential
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\Gamma^{t}:=\Gamma(\gamma):=\underbrace{\sum_{i=1}^{n} e^{\gamma\left(x_{i}^{t}-t / n\right)}}_{\text {Overload potential } \Phi^{t}}+\underbrace{\sum_{i=1}^{n} e^{-\gamma\left(x_{i}^{t}-t / n\right)}}_{\text {Underload potential } \Psi^{t}}
$$

- For the $(1+\beta)$-process in the sequential setting, $\gamma=\Theta(\beta)$.
[PTW15] show that $\mathbf{E}\left[\Gamma^{t+1} \mid \mathfrak{F}^{t}\right] \leq \Gamma^{t} \cdot\left(1-\frac{c_{1} \gamma}{n}\right)+c_{2}$.
- By induction, this implies $\mathbf{E}\left[\Gamma^{t}\right] \leq \frac{c_{2}}{c_{1} \gamma} \cdot n$ for any $t \geq 0$.
- By Markov's inequality, we get $\operatorname{Pr}\left[\Gamma^{m} \leq \frac{c_{2}}{c_{1} \gamma} n^{3}\right] \geq 1-n^{-2}$, which implies
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This gives that w.h.p. $\operatorname{Gap}(m)=\mathcal{O}\left(\frac{\log n}{\beta}\right)$.
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For more applications, see "Balanced Allocations: A Refined Drift Theorem with Applications".
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This is almost a quadratic improvement over Two-Choice and is asymptotically optimal.
$\square$ The upper bound applies to a general family of processes (satisfying $\mathcal{C}_{1}$ and $\mathcal{C}_{3}$ ).
Several avenues for future work:
Investigate its performance in practice.
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Improve the bounds on the gap to be tight up to lower order terms.
Investigate settings with non-homogeneous machines.

## Questions?



More visualisations: dimitrioslos.com/spaa23

## Appendix A: Empirical results for Quantile $(\delta)$ process



Results for mixing the $\operatorname{Quantile}(\delta)$ and the One-Choice process with probability $\eta \in[0,1]$.

## Appendix B: Weighted Setting

Balls have weights sampled from a distribution $\mathcal{W}$ with $\mathbf{E}[\mathcal{W}]=1$ and $\mathbf{E}\left[e^{\zeta \mathcal{W}}\right]<c$ for constants $\zeta, c>0$.
[PTW15] showed that processes satisfying $\mathcal{C}_{1}$ achieve w.h.p. $\mathcal{O}\left(\frac{\log n}{\epsilon}\right)$ gap.

In Open in Visualiser.

## Appendix C: Empirical results for Weighted setting

$\operatorname{Gap}(m)$ at $m=n^{2}$ and $n=10^{3}$ bins


Weights sampled from an $\operatorname{Exp}(1)$ distribution.
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- Similarly, for the $\Psi^{t}$ potential.
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## Appendix E: Outline for tighter bound

By the refined analysis, for $\gamma=\Theta(\sqrt{n /(b \cdot \log n)})$, for any $t \geq 0, \mathbf{E}\left[\Gamma^{t}\right] \leq c n$.
$\square$ Using the techniques in [LS22b], w.h.p. $\Gamma^{s} \leq c n$ for all $s \in\left[m-b n \log ^{5} n, m\right]$.

- Hence, the number of bins with normalized $\operatorname{load} \Omega(\sqrt{(b / n) \cdot \log n})$ is at most

$$
c n \cdot e^{-\gamma \Omega(\sqrt{(b / n) \cdot \log n})} \leq \delta n .
$$

- Hence, by looking at the potential for constant $\widetilde{\gamma}>0$ and an offset,

$$
\Lambda^{t}:=\sum_{i: x_{i}^{t} \geq \frac{t}{n}+\Omega(\sqrt{(b / n) \cdot \log n})} e^{\widetilde{\gamma} \cdot\left(x_{i}^{t}-\frac{t}{n}-\Omega(\sqrt{(b / n) \cdot \log n})\right.}
$$

every bin $i$ contributing to the potential has $p_{i} \leq \frac{1-\epsilon}{n}$, so

$$
\mathbf{E}\left[\Lambda^{t+1} \mid \mathfrak{F}^{t}, \Gamma^{t} \leq c n\right] \leq \Lambda^{t} \cdot\left(1-\frac{c_{1} \widetilde{\gamma}}{n}\right)+c_{2} \widetilde{\gamma}
$$

By induction, this implies that $\mathbf{E}\left[\Lambda^{m}\right]=\mathcal{O}(n)$.

- Finally by Markov's inequality that w.h.p. $\operatorname{Gap}(m)=\mathcal{O}(\sqrt{(b / n) \cdot \log n})$.
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