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- Applications in hashing [PR01], load balancing [Wie16] and routing [GKK88].
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## $d$-Choice Process:

Iteration: For each $t \geq 0$, sample $d$ bins independently u.a.r. and place the ball in the least loaded of the two.

- In the lightly-loaded case $(m=n)$, w.h.p. $\operatorname{Gap}(n)=\log _{d} \log n+\Theta(1)$ [KLMadH96, ABKU99].
- In the heavily-loaded case $(m \gg n)$, w.h.p. $\operatorname{Gap}(m)=\log _{d} \log n^{\boldsymbol{L}^{\prime}}+\Theta(1)$ [BCSV06].
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## Memory Process ( $M=1$ ):

Initialization: Set the cache $c^{0}=1$.
Iteration: For each step $t \geq 0$ :

- Sample bins $i_{1}, \ldots, i_{d}$ uniformly at random.
- Allocate to bin $j=\operatorname{argmin}_{k \in\left\{c^{t}, i_{1}, \ldots, i_{d}\right\}} x_{k}^{t}$.
- Update the cache to $c^{t+1}=\operatorname{argmin}_{k \in\left\{c^{t}, i_{1}, \ldots, i_{d}\right\}} x_{k}^{t+1}$.
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## Our results
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- Further, we show that w.h.p. $\operatorname{Gap}(m)=\Omega(\log \log n)$ for any $m \geq n$.
- For $(a, b)$-biased distributions with any const $a, b>1$, w.h.p. $\operatorname{Gap}(m)=\mathcal{O}(\log \log n)$. * $m$ In contrast to Two-Choice, where the gap grows with $m$, for $a=b=2$.
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Challenges: (i) long-term dependencies due to cache and (ii) biased sampling.

- d-Reset-Memory, a variant of Memory where the cache resets every $d$ steps has w.h.p. $\operatorname{Gap}(m)=\mathcal{O}(\log n)$, even in the presence of weights.


## Power of memory: Visualisation
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- Analyse Memory in settings with outdated or noisy information.
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- Moving probabilities between bins with almost the same load, introduces a small additive term in the bound,
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since $\Phi_{i}^{t}-\Phi_{j}^{t} \leq \Phi_{j}^{t} \cdot(2 \alpha d)$ and probability of selecting a bin twice is at most $d^{2} \cdot \frac{b}{n}$.
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- To analyze a heterogeneous sampling distribution $s\left(\frac{1}{a n} \leq s_{i} \leq \frac{b}{n}\right)$, we make two further reductions:
- Cache resets every $d$ steps. \&n for sufficiently large $d$, beats the ( $a, b$ )-bias.
- Load comparisons are based on the last reset. \&n makes computation of $q$ tractable.
- Moving probabilities between bins with almost the same load, introduces a small additive term in the bound,

$$
\mathbf{E}\left[\Phi^{t+1} \mid \mathscr{\mathscr { F }}^{t}\right] \leq \Phi^{t}+\sum_{i=1}^{n} \Phi_{i}^{t} \cdot\left(q_{i}^{t}-\frac{1}{n}\right) \cdot \alpha+\Phi^{t} \cdot C \cdot \frac{\alpha^{2}}{n}+\mathcal{O}\left(\Phi^{t} \cdot \frac{\alpha^{2}}{n} \cdot\left(2 d^{3} b\right)\right),
$$

since $\Phi_{i}^{t}-\Phi_{j}^{t} \leq \Phi_{j}^{t} \cdot(2 \alpha d)$ and probability of selecting a bin twice is at most $d^{2} \cdot \frac{b}{n}$.

- Similarly for $\Psi$. So for sufficiently small $\alpha:=\alpha(d)>0, \mathbf{E}\left[\Gamma^{m}\right]=\mathcal{O}(n)$.
- And so $\operatorname{Gap}(m)=\mathcal{O}((\log n) / \alpha)$ gap.
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