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- Applications in hashing [PR01], load balancing [Wie16] and routing [GKK88].
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## Appendix A: Detailed results for noise models

| Model | Range | Lower Bound | Upper Bound |
| :---: | :---: | :---: | :---: |
| $g$-BoUnded | $1 \leq g$ | - | $\mathcal{O}(g \cdot \log (n g))$ |
| $g$-ADV | $1 \leq g$ | - | $\mathcal{O}(g+\log n)$ |
| $g$-ADV | $1<g \leq \log n$ | - | $\mathcal{O}\left(\frac{g}{\log g} \cdot \log \log n\right)$ |
| $g$-MYOPIC-COMP | $\frac{\log n}{\log \log n} \leq g$ | $\Omega(g)$ | - |
| $g$-MYOPIC-COMP | $1<g \leq \frac{\log n}{\log \log n}$ | $\Omega\left(\frac{g}{\log g} \cdot \log \log n\right)$ | - |
| $\sigma$-NOISY-LOAD | $1 \leq \sigma$ | - | $\mathcal{O}(\sigma \sqrt{\log n} \cdot \log (n \sigma))$ |
| $\sigma$-NOISY-LOAD | $2 \cdot(\log n)^{-1 / 3} \leq \sigma$ | $\Omega\left(\min \{1, \sigma\} \cdot(\log n)^{1 / 3}\right)$ | - |
| $\sigma$-NOISY-LOAD | $32 \leq \sigma$ | $\Omega\left(\min \left\{\sigma^{4 / 5}, \sigma^{2 / 5} \cdot \sqrt{\log n}\right\}\right)$ | - |

Table: Overview of the lower and upper bounds for Two-Choice with noisy information derived in previous works (rows in Gray) and in this work (rows in Green). Upper bounds hold for all values of $m \geq n$, while lower bounds may only hold for a suitable value of $m$.

## Appendix A: Detailed results for outdated information

| Model | Range | Lower Bound | Upper Bound |
| :---: | :---: | :---: | :---: |
| $b$-BATCH | $b=\Omega(n \log n)$ | $\Omega(b / n)$ | $\mathcal{O}(b / n)$ |
| $b$-BATCH | $b=n$ | $\Omega\left(\frac{\log n}{\log \log n}\right)$ | $\mathcal{O}(\log n)$ |
| $\tau$-DELAY | $\tau=n$ | - | $\mathcal{O}\left(\frac{\log n}{\log \log n}\right)$ |
| $\tau$-DELAY | $\tau \in\left[n \cdot e^{-(\log n)^{c}}, n \log n\right]$ | - | $\mathcal{O}\left(\frac{\log n}{\log ((4 n / \tau) \log n)}\right)$ |
| $\tau$-DELAY | $\tau=n^{1-\epsilon}$ | - | $\mathcal{O}(\log \log n)$ |
| $b$-BATCH | $b=n$ | $\Omega\left(\frac{\log n}{\log \log n}\right)$ | - |
| $b$-BATCH | $b \in\left[n \cdot e^{-(\log n)^{c}}, n \log n\right]$ | $\Omega\left(\frac{\log n}{\log ((4 n / b) \log n)}\right)$ | - |
| $b$-BATCH | $b=n^{1-\epsilon}$ | $\Omega(\log \log n)$ | - |

Table: Overview of the lower and upper bounds for Two-Choice with outdated information, derived in previous works (rows in Gray) and in this work (rows in Green). Upper bounds hold for all values of $m \geq n$, while lower bounds may only hold for a suitable value of $m$.

## Appendix B: Analysis outline for outdated information



Figure: $\tau$-DELAY (and $b$-BATCH) can be exactly simulated using a $g_{1}$-ADV-Comp process with $g_{1}=\tau \leq n \log n$. This gives the $\mathcal{O}\left(n \log ^{2} n\right)$ gap (since $\left.\tau \leq n \log n\right)$. Then w.h.p. for $n^{3}$ steps it can be simulated using a $g_{2}$-Adv-Comp process where $g_{2}$ is the One-Choice gap for $2 \tau$ balls.
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- And so, after $s=n \cdot \operatorname{polylog}(n)$ steps, we get

$$
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Finally, when $\Phi_{k-1}^{t}=\mathcal{O}(n)$, we obtain that

$$
\operatorname{Gap}(t)=\mathcal{O}(k \cdot g)=\mathcal{O}\left(\frac{g}{\log g} \log \log n\right)
$$
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