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Abstract

In this paper, we present a comprehensive performance comparison of MPI implementations over InfiniBand, Myrinet and Quadrics. Our performance evaluation consists of two major parts. The first part consists of a set of MPI level micro-benchmarks that characterize different aspects of MPI implementations. The second part of the performance evaluation consists of application level benchmarks. We have used the NAS Parallel Benchmarks and the sweep3D benchmark. We not only present the overall performance results, but also relate application communication characteristics to the information we acquired from the micro-benchmarks. Our results show that the three MPI implementations all have their advantages and disadvantages. For our 8-node cluster, InfiniBand can offer significant performance improvements for a number of applications compared with Myrinet and Quadrics when using the PCI-X bus. Even with just the PCI bus, InfiniBand can still perform better if the applications are bandwidth-bound.

1 Introduction

In the past few years, the computational power of commodity PCs has been doubling about every eighteen months. At the same time, network interconnects that provide very low latency and very high bandwidth are also emerging. This trend makes it promising to build high performance computing environments by clustering, which combines the computational power of commodity PCs and the communication performance of high speed network interconnects.

Currently, there are several network interconnects that provide low latency (less than 10μs) and high bandwidth (multiple Gbps). Two of the leading products are Myrinet [16] and Quadrics [18]. In the high performance computing area, MPI [20] has been the de facto standard for writing parallel applications. To achieve optimal performance in a cluster, it is very important to implement MPI efficiently on top of the cluster interconnect. Myrinet and Quadrics were designed for high performance computing environments. As a result, their hardware and software are specially optimized to achieve better MPI performance. More recently, InfiniBand [7] has entered the high performance computing market. Unlike Myrinet and Quadrics, InfiniBand was initially proposed as a generic interconnect for inter-process communication and I/O. However, its rich feature set, high performance and scalability make it also attractive as a communication layer for high performance computing.

In this paper, we present a comprehensive performance comparison of MPI implementations over InfiniBand, Myrinet and Quadrics. Our objectives are to answer the following questions:

- Can InfiniBand offer good performance at the MPI level?
- How does MPI over InfiniBand perform compared to...
The MPI implementations we use for Myrinet and Quadrics are those included in their respective software packages. For InfiniBand, we have used our MVAPICH [15, 10] implementation.

Our performance evaluation consists of two major parts. The first part consists of a set of MPI level micro-benchmarks. These benchmarks include traditional measurements such as latency, bandwidth and host overhead. In addition to those, we have also included the following micro-benchmarks: communication/computation overlap, buffer reuse, memory usage, intra-node communication and collective communication. The objective behind this extended micro-benchmark suite is to characterize different aspects of the MPI implementations and get more insights into their communication behavior.

The second part of the performance evaluation consists of application level benchmarks. We have used the NAS Parallel Benchmarks [14] and the sweep3D benchmark [5]. We not only present the overall performance results, but also relate application communication characteristics to the information we got from the micro-benchmarks. We use in-depth profiling of these applications to measure their characteristics. Using these profiled data and the results obtained from the micro-benchmarks, we analyze the impact of the following factors: overlap of computation and communication, buffer reuse, collective communication, memory usage, SMP performance and scalability with system sizes, and PCI-X bus.

The main contributions of this paper are:

- We present a detailed performance study of MPI over InfiniBand, Myrinet and Quadrics, using both applications and micro-benchmarks.
- We have shown that MPI communication performance is affected by many factors. Therefore, to get more insights into different aspects of an MPI implementation, one has to go beyond simple micro-benchmarks such as latency and bandwidth.
- Our results show that for 8-node clusters, InfiniBand can offer significant performance improvements for many applications compared with Myrinet and Quadrics when using PCI-X bus. Even with the PCI bus, InfiniBand can still perform better if the applications are bandwidth-bound.

The rest of this paper is organized as follows: In Section 2 we provide an overview of the interconnects, their respective messaging software and MPI implementations. In Section 3 we present our micro-benchmarks and their performance results. The application results are presented in Section 4. We then discuss related work in Section 5 and draw conclusions in Section 6.

## 2 Overview of Interconnects and MPI Implementations

Currently one of the most popular MPI implementations is MPICH [4] from Argonne National Laboratory. MPICH uses a layered approach in its design. The platform dependent part of MPICH is encapsulated by an interface called Abstract Device Interface (ADI), which describes the communication functions used by the MPI implementation. To port MPICH to a new communication architecture, only the ADI functions need to be implemented. More sophisticated ADI functions, such as collective communication calls, are usually implemented by using point-to-point ADI functions. However, the implementation architecture of ADI is very flexible. To achieve optimal performance, collective functions can be implemented directly over the messaging layer provided by the interconnect.

To further reduce the effort of porting, MPICH introduces another interface called Channel Interface below the ADI. The Channel Interface contains only a few functions and therefore it is very easy to re-target them to another communication architecture.

All the three MPI implementations studied in this paper are derived from MPICH. Essentially, they represent three different ADI2 (the second generation of ADI) implementations on top of InfiniBand, Myrinet and Quadrics. In this section, we provide an overview of the three interconnects, their messaging layers and their MPI implementations.

### 2.1 InfiniBand

The InfiniBand Architecture [7] defines a high speed network for interconnecting processing nodes and I/O nodes. In an InfiniBand network, processing nodes and I/O nodes are connected to the fabric by Host Channel Adapters (HCAs) and Target Channel Adapters (TCAs).

Our InfiniBand platform consists of InfiniHost HCAs and an InfiniScale switch from Mellanox [12]. InfiniScale is a full wire-speed switch with eight 10 Gbps ports. The InfiniHost MT23108 HCA connects to the host through PCI-X bus. It allows for a bandwidth of up to 10 Gbps over its ports.

VAPI is the software interface for InfiniHost HCAs. The interface is based on the InfiniBand verbs layer. It supports both send/receive operations and remote direct memory access (RDMA) operations. Currently, Reliable Connection (RC) and Unreliable Datagram (UD) services are implemented. In VAPI, user buffers must be registered before they can be used for communication. The completion of communication requests is reported through completion queues (CQs).

The details of the MPI implementation on top of VAPI have been discussed in [10]. This implementation is based
on the RC service. To achieve better performance, RDMA operations are used not only for large messages, but also for small and control messages.

2.2 Myrinet

Myrinet was developed by Myricom [13] based on communication and packet-switching technology originally designed for massive parallel processors (MPPs). Myrinet has a user-programmable processor on the network interface card that provides much flexibility in designing communication software.

Our Myrinet network consists of Myrinet M3F-PCIXD-2 network interface cards connected by a Myrinet-2000 switch. The link bandwidth of the Myrinet network is 2Gbps in each direction. The Myrinet-2000 switch is a 8-port crossbar switch. The network interface card has a 133MHz/64bit PCI-X interface. It has a programmable LANAi-XP processor running at 225 MHz with 2MB onboard SRAM. The LANAi processor on the NIC can access host memory via the PCI-X bus through the DMA controller.

GM [13] is the low-level messaging layer for Myrinet clusters. It provides protected user-level access to the network interface card and ensures reliable and in-order message delivery. GM provides to the upper layer a connectionless communication model. GM supports send/receive operations. It also has a directed send operation which can directly write data to a remote node’s address space. Similar to VAPI, user communication buffers must be registered in GM.

MPICH over GM [13] is implemented by re-targeting the Channel Interface to the GM messaging layer. For inter-node communication, GM send/receive operations are used for small and control messages while directed send operations are used for large messages.

2.3 Quadrics

Quadrics networks consist of Elan3 network interface cards and Elite switches[19]. The Elan network interface cards are connected to hosts via 66MHz/64Bit PCI bus. Elan3 has 64 MB on-board SDRAM and a memory management unit (MMU). An Elite switch uses a full crossbar connection and supports wormhole routing.

Our Quadrics network consists of Elan3 QM-400 network interface cards and an Elite 16 switch. The Quadrics network has a transmission bandwidth of 400MB/s in each link direction.

Quadrics provides different programming libraries for accessing the Elan3 network interface. Among all the libraries, Elan3lib provides the lowest level access to the network interface. Therefore it also offers the best performance. Elan3lib supports protected, user-level access to Elan network interfaces. It provides a global virtual address space by integrating individual node’s address space. One node can use DMA to access a remote node’s memory space. Unlike VAPI and GM, communication buffers do not need to be registered. Elan network interface cards have an on-board memory management unit. The system software is responsible for synchronizing the MMU table and doing the address translation.

Quadrics also provides a library called Tports which presents a point-to-point message passing interface. The Tports programming interface is very similar to that of MPI. MPICH over Quadrics is based on the ADI2 interface. It is implemented on top of Tports.

3 Micro-Benchmarks

To provide more insights into communication behavior of the three MPI implementations, we have designed a set of micro-benchmarks. They include basic measurements such as latency, bandwidth and host overhead. In addition, we use several micro-benchmarks to characterize the following aspects of an MPI implementation:

- Bi-directional communication performance.
- Ability to overlap communication with computation.
- Impact of application buffer reuse patterns on communication performance.
- Performance of intra-node communication.
- Performance of collective communication.
- Memory usage.
Our experimental testbed consists of 8 SuperMicro SUPER P4DL6 nodes with ServerWorks GC chipsets and dual Intel Xeon 2.40 GHz processors running Linux Red Hat 7.2 operating system. The same machines were connected by InfiniBand, Myrinet and Quadrics interconnects. InfiniHost HCA adapters and Myrinet cards work under PCI-X 64-bit 133MHz interfaces. Quadrics cards use 64-bit 66MHz PCI slots. MPI over InfiniBand is MVAPICH 0.9.1 [15] with MPICH 1.2.2. MPI over GM uses GM 2.0.3 with MPICH 1.2.5. MPI over Quadrics uses MPICH 1.2.4. We compiled the micro-benchmarks and applications with 6.0.1 version of Intel C++ and FORTRAN Compilers.

3.1 Latency and Bandwidth

Figure 1 shows the MPI-level latency results. The test is conducted in a ping-pong fashion and the latency is derived from round-trip time. For small messages, Quadrics shows excellent latencies, which are around 4.6\(\mu s\). The smallest latencies for InfiniBand and Myrinet are 6.8\(\mu s\) and 6.7\(\mu s\), respectively. For large messages, InfiniBand has a clear advantage because of its higher bandwidth.

The bandwidth test is used to determine the maximum sustained data rate that can be achieved at the network level. Therefore, non-blocking MPI functions are used. In this test, a sender keeps sending back-to-back messages to the receiver until it has reached a pre-defined window size \(W\). Then it waits for these messages to finish and sends out another \(W\) messages. Figure 2 shows the uni-directional bandwidth results for different \(W\). For large messages and window size 16, InfiniBand can achieve bandwidth of over 841MB/s. (Note that unless stated otherwise, the unit MB in this paper is an abbreviation for \(2^{20}\) bytes.) The bandwidth drop for 2KB messages is because the protocol switches from Eager to Rendezvous. The peak bandwidths for Quadrics and Myrinet are around 308MB/s and 235MB/s, respectively. The window size \(W\) also affects the bandwidth achieved, especially for small messages. For InfiniBand and Myrinet, their performance increases with the window size. Quadrics shows similar behavior for window size less than 16. However, its performance drops when the window size exceeds 16.

3.2 Host Overhead

Host overhead has been shown to have a significant impact on application performance [11]. Figure 3 presents the host overhead results for small messages in the latency test. The overhead includes both the sender side and the receiver side. It is obtained by measuring the time spent in communication. For Myrinet and InfiniBand, the overheads are around 0.8\(\mu s\) and 1.7\(\mu s\), respectively. And their overheads increase slightly with the message size. Although Quadrics has better latency, it has higher overhead, which is around 3.3\(\mu s\). Its overhead drops slightly after 256 bytes.

3.3 Bi-Directional Performance

Compared with uni-directional tests, bi-directional latency and bandwidth tests put more stress on the communication layer. Therefore they may be more helpful to us for understanding the bottleneck in communication. The tests are carried out in a way similar to the uni-directional ones. The difference is that both sides send data simultaneously.

Figure 4 shows the bi-directional latency results. We can see that both Quadrics and Myrinet show worse performance compared with their uni-directional latencies. For small messages, their respective bi-directional latencies are 7.4\(\mu s\) and 10.1\(\mu s\). The latency for MPI over InfiniBand is 7.0\(\mu s\). However, this number is only slightly worse than its un-directional latency (6.8\(\mu s\)).

Figure 5 shows the bi-directional bandwidth results. The window size of the bandwidth tests is 16. From the figure we notice that InfiniBand bandwidth increases from 841MB/s uni-directional to 900MB/s. Then it is limited by the bandwidth of the PCI-X bus. Quadrics bandwidth improves from 308MB/s to 375MB/s. Myrinet shows even more improvement. Its peak bandwidth increases from 235MB/s to 473MB/s. However, Myrinet bandwidth drops to less than 340MB/s when the message size is larger than 256KB.

3.4 Communication/Computation Overlap

To achieve better performance at the application level, one of the techniques MPI programmers use is to overlap communication with computation. To measure the ability to overlap computation with communication of each MPI implementation, we have designed an overlapping test using MPI non-blocking functions. The test is based on the latency test. At the sender, we use non-blocking MPI functions to start receive and send operations. Then the program enters a computation loop. After that it waits for the send and receive operations to finish. We define the potential of overlapping to be the maximum time of the computation loop that does not increase the latency.

We present the results in Figure 6. The y axis shows the time that can be overlapped with computation. A higher value means better overlap potential. We can see that for small messages, InfiniBand and Myrinet have better overlapping potential compared with Quadrics because of their higher latencies and lower host overheads. However, the amount of overlapping drops at a certain point and stays as a constant. For Quadrics, the overlapping potential increases steadily with the message size.

MPI implementations usually use eager protocol for small messages and rendezvous protocol for large messages. The rendezvous protocol needs a handshake between the sender and the receiver. For MPI over InfiniBand and Myrinet, this handshake needs host intervention. Therefore, their abilities for overlapping computation and communi-
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cation are limited by the rendezvous protocol. MPI over Quadrics is able to make communication progress asynchronously by taking advantages of the programmable network interface card. Thus it shows much better overlapping potential for large messages.

### 3.5 Impact of Buffer Reuse

For interconnects using user-level mode communication, application buffer reuse patterns can have significant impact on performance. This is due to the following reasons:

- Interconnects such as InfiniBand and Myrinet require that communication buffers be registered before communication. Therefore user buffers need to be registered in order to achieve zero-copy communication. To reduce the number of registration and de-registration (events), MPI implementations usually use techniques similar to pin-down cache [22] to de-register buffers in a lazy fashion. Thus, application buffer reuse patterns directly affect the hit rate of pin-down cache.

- Modern high speed network interfaces such as those studied in this paper usually have DMA engines to access host memory. An address translation mechanism is needed to translate user buffer virtual addresses to DMA addresses. Application buffer reuse patterns also affect the performance of this address translation process.

Our buffer reuse benchmark consists of N iterations of communication. We define a buffer reuse percentage R. For the N iterations of the test, N*R iterations will use the same buffer, while all other iterations will use completely different buffers. By changing buffer reuse percentage R, we can see how communication performance is affected by buffer reuse patterns. Figures 7 and 8 show the latency and bandwidth results for different buffer reuse percentages (0%, 50% and 100%), respectively. We can see that all three MPI implementations are sensitive to the buffer reuse pattern. When the reuse percentage decreases, their performance drops significantly. For message sizes greater than 1KB, the InfiniBand latency suffers greatly when buffers are not reused. There is a steep rise in latency for Quadrics with lack of buffer reuse for all messages. InfiniBand and Quadrics Bandwidth also drops significantly when the buffer reuse rate decreases. Myrinet latency and bandwidth are not significantly affected until the message size reaches more than 16KB.

### 3.6 Intra-Node Communication

For SMP machines, it is possible to improve intra-node communication performance by taking advantage of shared memory mechanism. In this section, we present intra-node MPI performance for the three implementations. Figures 9 and 10 show the latency and bandwidth performance results. From the figures we can see that Quadrics does not perform well in SMP mode. Its intra-node latency is even higher than inter-node latency. The small message latencies for Myrinet and InfiniBand are about 1.3μs and 1.6μs, respectively. Bandwidth for both Myrinet and Quadrics drops for large messages because of cache thrashing. MPI over InfiniBand only uses shared memory for small messages (less than 16KB). Its bandwidth is over 450MB/s for large messages, which is significantly better than Myrinet and Quadrics.

### 3.7 Collective Communication

MPI collective communications can be implemented by using point-to-point MPI functions. However, to achieve optimal performance, we can also implement them directly over the message passing layer. This is even more desirable when an interconnect has special support for collective communications.

Two of the most frequently used MPI collective operations are MPI_Alltoall and MPI_Allreduce [24]. Figures 11 and 12 shows the performance of MPI_Alltoall and MPI_Allreduce for all three MPI implementations on 8 nodes. The Pallas MPI Benchmarks [17] have been used for these tests. For MPI_Alltoall operations, InfiniBand performs better than Quadrics and Myrinet, with a latency of 31μs for small messages compared with 67μs and 36μs for Quadrics and Myrinet, respectively. Quadrics achieves a latency of 28μs for small message MPI_Allreduce operations, which is better than Myrinet (35μs) and InfiniBand (46μs).

It is to be noted that collection communication in MPI over InfiniBand is based on point-to-point communication. It is possible to increase the performance by further optimization. We are currently working along this direction and some of the initial results are presented in [8].

### 3.8 Memory Usage

One aspect of an MPI implementation often ignored by many micro-benchmarks is memory usage. The more memory allocated by the MPI implementation, the more likely it will adversely affect application performance. We ran a simple MPI barrier program and measured the amount of memory it consumes. The memory usage data was obtained through the proc file systems in Linux.

The results are presented in Figure 13. We can see that MPI over Quadrics and Myrinet consume relatively small amount of memory, which does not increase with the number of nodes. Memory consumption for MPI over InfiniBand increases with the number of nodes. The reason for this increase is that the current implementation is built on top of InfiniBand Reliable Connection service. During initialization, a connection is set up between every two nodes and a certain amount of memory is reserved for each connection. Therefore, total memory consumption increases.
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with the number of connections. This problem can be alleviated by using less resources (descriptors and buffers) per connection, InfiniBand Reliable Datagram service or techniques like on-demand connection[26].

4 Applications

In this section, we compare the three MPI implementations using the NAS Parallel Benchmarks [14] and the sweep3D [5] benchmark. Basic MPI performance parameters such as latency, bandwidth and overhead play an important role in determining application performance. However, depending on the application, other factors in MPI implementation such as computation/communication overlapping, collective communication, memory usage and buffer reuse can have great impact as well. To better understand the relationship between application performance and MPI implementations, we have done profiling for the applications under study. By relating application communication characteristics and different aspects of MPI implementations, we can get much more insights into the communication behavior of these applications. The profiling data was obtained through the MPICH logging interface [4]. We modified its source code to log more information such as buffer reuse patterns.

We also present application performance for SMP mode. To study the impact of PCI-X bus on the performance of MPI over InfiniBand, we make the InfiniBand HCA's run with 66MHz PCI bus and compare the performance with 133MHz PCI-X bus.

4.1 Application Performance Results

Figures 14, 15, 16 and 17 show the application running time for class B NAS parallel benchmarks and sweep3D. We use two input sizes for sweep3D: 50 and 150. We present 8 nodes results for IS, CG, MG, LU and FT. SP and BT require square number of nodes, therefore we only
show results on 4 nodes for them. We can see that MPI over InfiniBand performs better than the other two implementations for all NAS benchmarks. The largest improvement comes from IS, which uses very large messages, as shown in Table 1. The much higher bandwidth of InfiniBand gives it a clear advantage. It performs 28% and 38% better than Quadrics and Myrinet, respectively. For other applications which use many large messages, such as FT and CG, InfiniBand also performs significantly better. For SP, BT and MG, MPI over InfiniBand also outperforms the other two. For applications that mostly use small messages, like LU, Quadrics and Myrinet performance is more comparable with InfiniBand.

<table>
<thead>
<tr>
<th>Apps</th>
<th>&lt;2K</th>
<th>2K-16K</th>
<th>16K-1M</th>
<th>&gt;1M</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS</td>
<td>14</td>
<td>11</td>
<td>0</td>
<td>11</td>
</tr>
<tr>
<td>CG</td>
<td>16113</td>
<td>0</td>
<td>11856</td>
<td>0</td>
</tr>
<tr>
<td>MG</td>
<td>1607</td>
<td>630</td>
<td>3702</td>
<td>0</td>
</tr>
<tr>
<td>LU</td>
<td>100021</td>
<td>0</td>
<td>1008</td>
<td>0</td>
</tr>
<tr>
<td>FT</td>
<td>24</td>
<td>0</td>
<td>9636</td>
<td>0</td>
</tr>
<tr>
<td>SP</td>
<td>9</td>
<td>0</td>
<td>4836</td>
<td>0</td>
</tr>
<tr>
<td>BT</td>
<td>19236</td>
<td>0</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S3d-50</td>
<td>28836</td>
<td>28800</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

For the sweep3D benchmarks, Quadrics performs worse than InfiniBand and Myrinet for input size 50. The three implementations perform comparably for input size 150.

### 4.2 Scalability with System Size

To study the scalability of the MPI implementations, we have measured application performance for 2, 4 and 8 processes in our 8 node cluster at OSU. (Due to the problem size, FT does not run on 2 nodes.) The results are shown in Table 2. Figures 18 to 23 show the speedup for the applications with two nodes as the base case. We can observe that all three MPI implementations have good scalability, with some applications like MG and CG showing super-linear speedup. For IS, which uses very large messages, MPI over InfiniBand still shows almost linear speedup. However, Myrinet and Quadrics do not perform as well as InfiniBand for IS.

We also measured performance of MPI over InfiniBand on a 16 node Toppspin InfiniBand cluster [23], which is connected through a Toppspin 360 24 port 4x InfiniBand switch. The HCAs are Toppspin InfiniBand 4x HCAs. And the hosts are Microway dual 2.4GHz P4 Xeon systems with 2GB of memory based on a Tyan 2721-533 motherboard. The results are shown in Figure 24. We can see that InfiniBand shows very good scalability for all applications. (SP and BT require square number of nodes. Therefore their results are not shown for 2 and 8 nodes.)

### 4.3 Impact of Computation/Communication Overlap

The effect of computation and communication overlap in real applications is difficult to characterize. As an approximation, we have collected information for non-blocking MPI calls in the applications. The results are shown in Table 3. (Average sizes are in bytes.) We can see that different applications use non-blocking MPI functions very differently. FT and sweep3D do not use them at all. MG, LU and CG only use non-blocking receive functions. SP and BT use both non-blocking send and non-blocking receive operations. We also noticed that the average sizes for non-blocking functions are very large. Therefore, it gives an advantage to MPI over Quadrics, which has better computation/communication overlap for large messages. As a result, for the applications with non-blocking operations, MPI over Quadrics performs more comparably with MPI over InfiniBand, as seen in the plots for SP and BT in Figure 15.

<table>
<thead>
<tr>
<th>Apps</th>
<th>Isend</th>
<th>Irecv</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td># calls</td>
<td>Avg Size</td>
</tr>
<tr>
<td>IS</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>CG</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>MG</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>LU</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>FT</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>SP</td>
<td>4818</td>
<td>263970</td>
</tr>
<tr>
<td>BT</td>
<td>2418</td>
<td>293108</td>
</tr>
<tr>
<td>S3d-50</td>
<td>0</td>
<td>0</td>
</tr>
<tr>
<td>S3d-150</td>
<td>0</td>
<td>0</td>
</tr>
</tbody>
</table>

### 4.4 Impact of Buffer Reuse

In Figures 7 and 8, we have shown that buffer reuse patterns have a significant impact on the performance of all the three MPI implementations. We define buffer reuse rate to be the percentage of accesses to previously used buffers. Table 4 shows buffer reuse rates weighted by buffer sizes for all applications. One conclusion we can draw from the table is that in all applications except IS, buffer reuse rates are very high. Therefore, although we have seen the MPI implementations can have different performance for different buffer reuse patterns, its impact to these applications is small. However, for other applications which have more dynamic memory usage patterns, this conclusion might not hold.

### 4.5 Impact of Collective Communication

In Table 5 we show the usage of MPI collective operations in these applications. We have measured the total number of collective calls, the percentage in terms of total
Table 2. Scalability with System Sizes for Three Networks on the 8 Node OSU Cluster (Execution times are in seconds.)

<table>
<thead>
<tr>
<th>Apps</th>
<th>InfiniBand</th>
<th>Myrinet</th>
<th>Quadrics</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>2</td>
<td>4</td>
<td>8</td>
</tr>
<tr>
<td>IS</td>
<td>6.73</td>
<td>3.30</td>
<td>1.78</td>
</tr>
<tr>
<td>CG</td>
<td>132.26</td>
<td>81.64</td>
<td>28.68</td>
</tr>
<tr>
<td>MG</td>
<td>23.60</td>
<td>13.41</td>
<td>5.81</td>
</tr>
<tr>
<td>LU</td>
<td>648.53</td>
<td>319.57</td>
<td>165.53</td>
</tr>
<tr>
<td>FT</td>
<td>-</td>
<td>75.50</td>
<td>37.92</td>
</tr>
<tr>
<td>S3d-150</td>
<td>346.43</td>
<td>179.35</td>
<td>91.43</td>
</tr>
</tbody>
</table>

Table 4. Buffer Reuse Rate

<table>
<thead>
<tr>
<th>Apps</th>
<th>Buffer Reuse</th>
</tr>
</thead>
<tbody>
<tr>
<td>% Reuse</td>
<td>Wt % Reuse</td>
</tr>
<tr>
<td>IS</td>
<td>81.08</td>
</tr>
<tr>
<td>CG</td>
<td>99.99</td>
</tr>
<tr>
<td>MG</td>
<td>99.80</td>
</tr>
<tr>
<td>LU</td>
<td>99.99</td>
</tr>
<tr>
<td>FT</td>
<td>86.00</td>
</tr>
<tr>
<td>SP</td>
<td>99.92</td>
</tr>
<tr>
<td>BT</td>
<td>99.87</td>
</tr>
<tr>
<td>S3d-50</td>
<td>99.96</td>
</tr>
<tr>
<td>S3d-150</td>
<td>99.99</td>
</tr>
</tbody>
</table>

Table 5. MPI Collective Calls

<table>
<thead>
<tr>
<th>Apps</th>
<th>MPI Collective Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td># calls</td>
<td>% calls</td>
</tr>
<tr>
<td>IS</td>
<td>35</td>
</tr>
<tr>
<td>CG</td>
<td>2</td>
</tr>
<tr>
<td>MG</td>
<td>101</td>
</tr>
<tr>
<td>LU</td>
<td>18</td>
</tr>
<tr>
<td>FT</td>
<td>47</td>
</tr>
<tr>
<td>SP</td>
<td>11</td>
</tr>
<tr>
<td>BT</td>
<td>11</td>
</tr>
<tr>
<td>S3d-50</td>
<td>39</td>
</tr>
<tr>
<td>S3d-150</td>
<td>39</td>
</tr>
</tbody>
</table>

MPI calls, and the percentage in terms of total communication volume. (Communication volume is the total number of bytes transferred in the communication.) We can observe that different applications have very different usage patterns for collective operations. Applications like IS and FT almost exclusively use collective operations. On the other hand, in applications such as CG, collective functions are seldom used. However, overall it indicates that it is worthwhile to use special support in the hardware to improve the performance of collective operations. We also notice that the most frequently used collective operations are MPI_Alltoall and MPI_Allreduce. Therefore, priorities should be given to them when optimizing collective operations.

4.6 Impact of Intra-Node performance

To study the impact of running applications on SMP-based clusters, we have run the applications with 16 processes on 8 nodes. Figure 25 presents the performance results. We can see that except for MG and sweep3D with input 150, MPI over InfiniBand performs better than the other two implementations. (We should note that intra-node communication patterns depend on the mapping of processes to nodes. We have used “block” mappings in our tests.)

Table 6 presents the Intra-node communication profiling data for block mapping with 16 processes on 8 nodes. The data is only for point-to-point communications. We can see that intra-node communication plays a very important role in many applications. Therefore, it is beneficial to optimize intra-node communication in an MPI implementation.

4.7 Impact of PCI-X Bus on MPI over InfiniBand

In previous experiments, InfiniBand cards worked with PCI-X bus, which has higher frequency (133 MHZ vs. 66MHZ) and theoretical bandwidth (1024MB/s vs. 512MB/s) than PCI bus. To study the impact of PCI-X bus, we conducted experiments by forcing InfiniBand to use PCI bus. Figures 26 and 27 show the latency and bandwidth results for InfiniBand. The latency for small messages is not significantly affected and only increases by about 0.6µs. However, the bandwidth decreases and only reaches 378MB/s. The drop in bandwidth also increases latency for large messages.

Figure 28 shows class B NAS benchmark performance on 8 nodes. (SP and BT results are for 4 nodes.) We can see that on the average, the performance degrades by less than 5% compared with PCI-X. Comparing with Myrinet and Quadrics, InfiniBand with PCI performs comparably or better for IS, FT and CG. All these applications are bandwidth-bound and use many large messages.
Figure 18. Speedup of IS

Figure 19. Speedup of CG

Figure 20. Speedup of MG

Figure 21. Speedup of LU

Figure 22. Speedup of Sweep3D-50

Figure 23. Speedup of Sweep3D-150
Table 6. Intra-Node Point-to-Point Communication for Block Mapping

<table>
<thead>
<tr>
<th>Apps</th>
<th>Intra-node statistics</th>
<th># calls</th>
<th>% calls</th>
<th>% Volume</th>
</tr>
</thead>
<tbody>
<tr>
<td>IS</td>
<td>16</td>
<td>100.00</td>
<td>100.00</td>
<td></td>
</tr>
<tr>
<td>CG</td>
<td>192128</td>
<td>42.93</td>
<td>33.41</td>
<td></td>
</tr>
<tr>
<td>MG</td>
<td>14912</td>
<td>16.25</td>
<td>1.43</td>
<td></td>
</tr>
<tr>
<td>LU</td>
<td>804044</td>
<td>33.16</td>
<td>21.89</td>
<td></td>
</tr>
<tr>
<td>FT</td>
<td>0</td>
<td>0.00</td>
<td>0.00</td>
<td></td>
</tr>
<tr>
<td>SP</td>
<td>70608</td>
<td>16.41</td>
<td>16.26</td>
<td></td>
</tr>
<tr>
<td>BT</td>
<td>25760</td>
<td>16.31</td>
<td>16.21</td>
<td></td>
</tr>
<tr>
<td>S3d-50</td>
<td>153600</td>
<td>33.29</td>
<td>33.11</td>
<td></td>
</tr>
<tr>
<td>S3d-150</td>
<td>460800</td>
<td>33.32</td>
<td>33.47</td>
<td></td>
</tr>
</tbody>
</table>

Figure 24. Scalability with System Sizes for a 16-Node System at Topspin

Figure 25. SMP Performance (16 Processes on 8 Nodes at OSU with block mapping)

Figure 26. MPI over InfiniBand Latency (PCI vs. PCI-X)

Figure 27. MPI over InfiniBand Bandwidth (PCI vs. PCI-X)

Figure 28. MPI over InfiniBand Performance (PCI vs. PCI-X)
5 Related Work

An interesting evaluation of current high performance networks was carried out in [1]. The authors used LogP model to evaluate a wide variety of interconnects at both the MPI level and the low level messaging software level. However, they did not include InfiniBand and the tests were done only at the micro-benchmark level. The networks they studied were in different systems. In this paper, we have done a performance evaluation in a single cluster for different interconnects, which makes it possible to compare them with minimum impact from other parts of the system. Our previous work [2] and [9] present a micro-benchmark suite for evaluating different InfiniBand HCAs and a performance comparison of InfiniBand, Myrinet and Quadrics, respectively. However, both papers concentrated on the low-level messaging layer instead of MPI layer.

Work done in [6] used both micro-benchmarks and the NAS Parallel Benchmarks to study the performance of Giganet and Myrinet on clusters of SMP servers. Our work follows a similar approach. However, we have greatly expanded the set of micro-benchmarks and studied the relationship between application communication characteristics and different performance aspects of MPI.

The LogP model was proposed in [3], and a study of application performance sensitivity to LogP parameters were carried out in [11]. In our micro-benchmarks, we include not only measurements similar to those in the LogP model, but also additional tests to characterize other performance aspects of MPI implementations.

There have also been many studies about communication patterns for parallel applications. Studies of the NAS Parallel Benchmarks have done in [25, 21]. Another excellent study on communication characteristics of large scale scientific applications was conducted in [24]. The focus of our work is to compare the three different MPI implementations. Therefore, we have used the communication pattern information to study the impact of different MPI implementations on application performance.

6 Conclusions

In this paper, we have presented a detailed performance study of MPI over InfiniBand, Myrinet and Quadrics, using both applications and micro-benchmarks. We have shown that MPI communication performance is affected by many factors. Therefore, to get more insights into different aspects of an MPI implementation, one has to go beyond simple micro-benchmarks such as latency and bandwidth. For example, we found that all the three MPI implementations are sensitive to buffer reuse patterns. We also found that MPI over Quadrics has better ability for overlapping computation and communication, and MPI over GM offers the best intra-node communication performance. None of these can be revealed by simple inter-node latency and bandwidth tests.

Our study also shows that although InfiniBand is relatively new in the HPC market, it is able to deliver very good performance at the MPI level. Our application results on the 8 node OSU cluster and 16 node Toshpin cluster also show that InfiniBand has very good scalability. We have observed that the performance gains of InfiniBand are not only due to its using a PCI-X bus. Application performance is not affected significantly when we switch from PCI-X bus to PCI bus. Even with PCI bus, InfiniBand can still outperform other interconnects if the application is bandwidth-bound.
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