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Abstract-Using low-power symmetric multi-cores on FPGAs 
are becoming ubiquitous in embedded computing. This is due 
to the emergence of power and energy as key design metrics, 
as important as performance. This leads to the requirement of 
powerful and reliable tools, which will be used for the Design 
Space Exploration (DSE) based on power and energy at an early 
stage of the design flow. In this paper, we propose a simulation 
based virtual platform power and energy estimation tool for 
heterogeneous Multiprocessor System-on-Chip (MPSoC) based 
platforms. There are two steps involved in this tool development. 
The first step is power model generation. For the power model 
development, we used functional parameters to set up generic 
power models for different parts of the system. This is a one-time 
activity. In the second step, a simulation based virtual platform 
framework is developed to accurately grab the activities used 
in the related power models generated in the first step. The 
combination of the two steps leads to a hybrid power estimation, 
which gives a better trade-off between accuracy and speed. 
The proposed tool is automated and also scalable for exploring 
complex embedded multi-core architectures. The efficiency of 
the proposed tool is validated through multi-cores/processors 
designed around the FPGAs and extended to accommodate 
futuristic multi-processors/cores for a reliable energy based DSE. 
The obtained power/energy estimation results provide less than 
4% of error for single core processor, 8% for dual-core processor 
and 9% for heterogeneous MPSoC based systems when compared 
to real board measurements. 

I. INTRODUCTION 

Embedded applications such as video encoding & de­
coding, software defined radio (SDR), webcasting, etc. are 
becoming more complex and resource demanding. The com­
putational requirements of such applications are substantial in 
order to meet real-time constraints and to ensure high quality 
of services. For these reasons, embedded hardware industries 
are shifting towards complex heterogeneous Multiprocessor 
System-on-Chip (MPSoC) architectures as a promising solu­
tion to leverage the potential parallelism inhered by complex 
embedded applications. An example of such commercialized 
platform is Xilinx Zynq series which embeds low power ARM 
Cortex-A9 MPcore processors and reconfigurable hardware 
blocks (CLB). These platforms fulfil the performance need 
of those complex applications but in turn increase the power 
consumption of the system. Lately, lTRSI predicted that power 
and energy issues are expected to get worse as we move to the 
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next technology nodes. Similar to ITRS, HiPEAC2, an Euro­
pean embedded consortium also released their roadmap-2013 
stating that increasing the number of components on a chip, 
combined with decreasing energy scaling, is leading to the 
phenomenon of "dark silicon" [8]. These issues have led to the 
proposal of energy efficient systems with the right combination 
of different components. There are few tools available in the 
literature which address the issue of Design Space Exploration 
(DSE) in the design flow. These tools consider performance as 
their main design factor without considering power and energy. 
Now, power and energy have become key design constraints 
as vital as performance. For this reason, we propose a virtual 
platform based tool to estimate and optimize power and energy 
of these complex systems in an earlier phase of the design flow. 

At the system-level, the power modeling process is centered 
around two aspects: the power model granularity and the 
main activity characterization. The first aspect concerns the 
granularity of relevant activities on which the power model 
relies. It covers a large area that starts from simple logic gate 
switching and stretches out to complex coarse-grain level like 
the hardware component events. In general, fine-grain power 
estimation yields a more accurate model with data but it is 
a time consuming task for system-level designer to handle 
technological parameters for a rapid DSE. Whereas, coarse­
grain power models depend on micro-architectural activities 
that cannot be determined easily due to the complexity of 
the system. The second aspect involves the characterization 
of the activities, which requires a huge number of micro­
benchmarking experiments and thus a significant time to 
extract the power models. The above described aspects yield 
to the definition of the power model that can be represented 
by a set of analytical functions or a table of consumption 
values (LUT). The selected power model granularity depends 
on the target abstraction level and user requirements in terms 
of estimation accuracy and speed. In the power estimation pro­
cess, the developed power models interact with system-level 
environment in order to grab strictly relevant data depending 
on the design step. There are two challenges that need to be 
addressed and they are: first, what is the appropriate power 
modeling methodology suitable for MPSoC system-level design 
that can offer a better trade-off between the time needed to 
generate the power model and its corresponding accuracy? 
Second, what is the appropriate simulation technique and the 
abstraction level suitable for rapid MPSoC proto typing and 
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for accurately extracting the activities for the developed power 
model (the first challenge)? 

To answer the above challenges, we propose an efficient 
power/energy estimation tool for consumption estimation of 
heterogeneous MPSoC platforms. The idea here is to develop 
a virtual platform based power/energy estimation tool, which 
combines functional-level power models with an Instruction­
Accurate (IA) simulation technique for rapid proto typing and 
fast power estimation. As shown in Fig. 1, functional power 
modeling part is coupled with a transactional virtual plat­
form (OVPSim [1]) simulator in order to obtain the needed 
functional activities for the power models, which allows us 
to get a good trade-off between accuracy and speed with 
reduced modeling effort. In addition, with this tool designers 
are able to implement and simulate system-level designs of 
both processors and hardware accelerators together. 

This paper is organized as follows. After Section II which 
presents the related works, Section III briefly describes the 
proposed estimation methodology. In Section IV, the power 
modeling methodology is applied to processors and hardware 
accelerator designed around Xilinx boards. To evaluate the 
proposed tool in terms of accuracy, experimental results are 
presented in Section V. 

Software 
Xilinx Zynq 7000 board 

ApplicatIon 

Fig. 1. Power estimation methodology flow 
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Significant research efforts have been devoted to develop 
tools for estimating power and energy consumption at dif­
ferent abstraction levels in the design flow of the embedded 
system [3]. Xilinx Power Estimator (XPE) [19] is used as 
a primary tool to estimate power for FPGA based Xilinx 
platform. XPE is a spreadsheet based tool and tightly coupled 
with the Vivad03 design to estimate power for future generation 
products at the design cycle. The drawback of this tool is 
that it is not able to predict application based dynamic power. 
Beside, our tool simulates the full application and estimates 
the dynamic power of an application. In order to achieve a 
better trade-off between power estimation speed and accuracy, 
several studies have been proposed in the literature to evaluate 
system power consumption at higher abstraction levels [2]. In 
an attempt to reduce simulation time, recent efforts have been 
done to build up fast simulators using SystemC and Transaction 
Level Modeling (TLM). Nevertheless, power estimation at the 
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TLM level is still under research and is not well established. 
Recently, TLM Power3 [10] power estimation methodology 
was proposed. This methodology was primarily developed for 
OpenRISC platform and suffers in terms of heterogeneous 
architectures as the system developers have to build the power 
models from scratch. This methodology did not report running 
a full application on the simulator and estimating the dynamic 
energy for the state-of-the-art heterogeneous MPSoC platform. 
Brandolese et al. [6] described an area estimation methodology 
for design space exploration for FPGA design at the System­
Level. This methodology is based on two-level approach 
designed in behavorial style and the area is expressed in terms 
of FF's and LUT's. This methodology is not generic as it uses 
specific in-house tools for their development. 

Recently, Bouhadiba et al. [5] proposed a system-level sim­
ulation method including functionality and power consumption 
estimation for softcore based FPGA circuit but their approach 
suffers in terms of speed as they use Cycle-Accurate (CA) 
simulation. To overcome this drawback the Functional Level 
Power Analysis (FLPA) was proposed [12], which relies on 
the identification of a set of functional blocks that influence 
the power consumption of the target component. The model is 
represented by a set of analytical functions or a table of con­
sumption values which depend on functional and architectural 
parameters. Once the model is built, the estimation process 
consists of extracting the appropriate parameter values from 
the design, which will be injected into the model to compute 
the power consumption. However, when complex hardware or 
software components are involved, some parameters may be 
difficult to determine with precision. This lack of precision 
may have a non-negligible impact on the final estimation 
accuracy. Lately, McPAT [9] and GPUWattch [13] were pro­
posed. These power estimation tools take the output of the 
performance simulator as their input and predict the power 
and energy of the system. However, these tools do not predict 
per task power and energy of the applications and also lack 
FPGA power estimation. 

System-level fast simulator 

Fig. 2. Standalone power estimator 

Hardware 
Accelerator 

To overcome this disadvantage, a hybrid power estima­
tion methodology (HSL) was proposed in [18] by combining 
Instruction Set Simulator (ISS) with functional level power 
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model but this methodology suffers in terms of porting the 
application and it needs significant amount of estimation 
time as it uses the interpreted ISS for simulation. Similar to 
previous work, a signature-based power model for MPSoC on 
FPGA [14] was proposed. Today, the Open Virtual Platform 
by Imperas Inc. [1] uses the same level of simulation but 
also tackles the simulation speed problem by proposing the 
OVPSim simulator since processors are not ISS but use code 
morphing and Just-In-Time (JIT) compilation. This technique 
is used in our tool. In this work, we propose to couple the 
OVPSim simulator with the functional level power models 
which offers reasonable trade-off between estimation speed 
and accuracy. In our previous work [15] [17], we introduced 
this methodology for power estimation of mono-processor 
based platforms and proved to be accurate and faster than 
the state-of-the-art tools ant this methodology was extended 
to accOlmnodate DSP processor based platforms [16]. In this 
paper, we propose power/energy estimation for complex multi­
core/processor based heterogeneous platforms at system-level 
and also propose a reliable design space exploration based on 
energy for the applications involving heterogeneous architec­
tures. To the best of our knowledge, this is the first work that 
proposes simulation based power/energy estimation and DSE 
tool for heterogeneous platform which includes FPGA based 
hardware accelerators for the state-of-the-art platform at the 
system-level. 

III. POWER ESTIMATION METHODOLOGY 

This section describes our power estimation methodology 
that is divided into two steps as shown in Fig. 1. The first 
step concerns the power model development for the system 
functional components. In our framework, the FLPA methodol­
ogy is extended to develop generic power models for different 
target platforms. The main advantage of this methodology is to 
obtain power models, which rely on the functional parameters 
of the system with a reduced number of experiments. As 
explained in the previous section, FLPA comes with few 
consumption laws, which are associated with consumption 
activity values of the main functional blocks of the system. 
The generated power models have been adapted to system­
level design, so the required activities can be obtained from a 
system-level environment. For a given platform, generation of 
power model is a one-time activity. To estimate the power 
consumption of a platform, the first part is to divide the 
architecture into different functional blocks and to assign a 
parameter depending on the functionality of the block. 

There are two types of functional parameters: algorithmic 
parameters that depend on the executed algorithm (typically, 
instruction per cycle (IPC) and cache miss rate (/,) for a 
processor and area utilization (0:) for a hardware accelerator) 
and architectural parameters that depend on the component 
configuration set by the designer (typically, clock frequency, 
bus frequency and number of processor cores). For instance, 
Table I presents the common set of parameters of our generic 
power model. 

The second part is the characterization of the embed­
ded system power consumption by varying the parameters. 
These variations are obtained by using micro-benchmarking 
assembly and C programs (called scenarios) to stimulate each 
functional block separately. Characterization is performed by 

TABLE I. GENERIC POWER MODEL PARAMETERS 

Name Description 
T External memory access rate 

Algorithmic 'Y Cache miss rate for a processor 
lYe,' Instruction Per Cycle 
Q area utilization for a CLB 

Architectural Fprocessor Frequency of the processor 
Fb'U,s Frequency of the bus 
N Number of cores 

taking measurements on real boards. Finally, a curve fitting of 
the graphical representation allows us to determine the power 
consumption models by regression. The analytical form or 
a table of values expresses the obtained power models. In 
our work, this approach has been adapted to model power 
consumption for processors, memory system, reconfigurable 
hardware and 110 peripherals as it has been proved to be fast 
and precise [12]. 

The second step of the methodology defines the main 
part of our tool that includes the functional level power 
/energy modeler and fast fA simulator as shown in Fig. 2. The 
functional power modeler evaluates the consumption of the 
target system with the help of elaborated power models from 
the first step. It takes into account the architectural parameters 
(e.g. frequency, number of processors, processor cache config­
uration, etc.) and the application mapping. It also requires the 
different activity values of algorithmic parameters on which the 
power models rely. In order to accurately collect the needed 
activity values, the functional power modeler communicates 
with a JIT/SystemC simulator at Instruction-Accurate (IA) 
level. The combination of the above two components described 
at different abstraction levels (functional and IA) leads to a 
standalone hybrid power estimation tool that gives a good 
trade-off between accuracy and speed. 

The vital functionality of this tool is to offer a detailed 
power analysis by means of a complete simulation of the 
applications on heterogeneous MPSoC prototypes. This pro­
cess is initiated by the functional power modeler through the 
data and task inteiface (Fig. 2). In this way, the mapping 
information is transmitted to the JIT simulator. Our simulator 
consists of processors and hardware components which are 
instantiated from the OVP library and few other models 
such as memory controller, [CAP, configurable logic blocks 
(CLB), bus controller which are written in SystemC to build 
a virtual prototype of the target system. We would like to 
highlight two points: First, that processors are described using 
IA level that sequentially execute the instructions and have 
no notion of concurrency of micro-architecture. Second, the 
whole simulation prototype of Zynq, Virtex 4 and Virtex II 
Pro was build from scratch by using SystemC programming 
language. 

In the power estimation step, the simulator collects the 
activities that are influenced by the application and the input 
data. At the end of the simulation, the values of the activities 
such as [PC, cache miss rate, area occupied, bus accesses, 
number of slices and number of switching are transmitted 
to the power estimator kernel using the activity counter 
interface in order to calculate the global power/energy 
consumption of the chosen platform as illustrated in Fig. 2. 

The following section will discuss the first part i.e., the 
elaboration of the power model for the Xilinx Zynq, Virtex-4 
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TABLE II. GENERIC POWER MODELS 

Processors Power models 
ARM Cortex-A9 P(mW) = 0.59 Fprocessor + 0.39 IPC + 

0.19 (or1) + 0.50 (or2) + 8.93 
(single core) 
ARM Corlex-A9 P(mW) - 0.63 Fprocessor + 1.4 (or2) 

2 2 
(dual core) + b 2),lcl-c2) + c 2)IPCc1-d + 

i=l i=l 
12.45 

Virtex [] Pro PowerPC P(mW) = 4.1 (or) + 6.3 Fprocessor + 1599 
Virtex-4 PowerPC P(mW) = 8.546 (or) + 9.3 Fprocesso·r + 836 

& Virtex II Pro FPGA platforms by using FLPA methodology. 

IV. POWER MODEL GENERATION 

In order to prove the effectiveness of the proposed power 
estimation methodology, we used Xilinx platforms (Zynq, 
Virtex-4 and Virtex II Pro). The Zynq contains a dual core 
ARM Cortex-A9 processor that has 32 KB, 4-way set as­
sociative instruction and data caches for each core and a 
common 256 KB L2 cache. The Virtex II Pro and Virtex-
4 FPGAs contains two PowerPC405 processors that have a 
16KB, 2-way set associative and 32 KB, 4-way set associative 
instruction and data caches respectively. In addition, these 
FPGA boards have a large number of CLB for implemention 
of hardware accelerators. As explained above, we extended the 
FLPA methodology to generate generic power models for the 
target platform. As a first step, we divided the architecture 
into different functional blocks such as processor, pipeline 
stage unit, memory system, reconfigurable logic, etc. Then, 
we started the characterization of each component in order to 
extract the related power consumption models. 

Processor power model: Table II shows the power 
consumption models for the ARM Cortex-A9 processor 
and its memory system. The input parameters on which 
the power models rely are the frequency of the processor 
(Fprocessor), IPC (0 :s; I PC :s; 2), and the cache miss rate 
(O:S; 1'_1 & 1'_2 :s; 100 (%». The system designer chooses 
the frequency of the processor and bus while cache miss rate 
and IPC are considered as activities of the processor, which 
could be extracted from the simulation environment. 

FPGA power consumption 
Surface occupied in % 

Toggle rate in % 

Fig. 3. FPGA power consumption for different surfaces occupied for Zynq 
board 

FPGA power model: A power model has been built 
for the reconfigurable part of the FPGA component on the 
ZynqNirtex-4Nirtex II Pro boards. For a given FPGA device, 
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Fig. 5. Xilinx EDK 10.1 design for two PowerPC processors with shared 
memory 

the parameters that can be extracted from the high-level speci­
fications are frequency F, switching rate f3 and utilized area ex 

of targeted FPGA. Using a high-level architecture synthesis 
tool such as GAUT [7], these parameters can be predicted 
with good estimates. According to the experimental results, the 
model does not come as a multi-linear equation of the above­
mentioned parameters. For this reason, an automated 3 entries 
lookup table of consumption values written in C is used. The 
power is estimated by interpolation of the above mentioned 3 
input parameters. For instance, Fig 3 illustrates the variation 
of the FPGA power consumption according to area utilization 
by changing the toggle rate. 

for i = 0 to N 

mutex. 10ck () 

jpeg.load("ima.ge" + i + ".bmp") 

mu tex . un10ck ( ) 

jpeg.compress() 

mutex. 10ck () 

jpeg.save("image" + i + If.jpegJl) 

mu tex . un10ck ( ) 

Fig. 6. JPEG mutex implementation between the two PowerPC processors 

Extrapolation for heterogeneous multiprocessor archi­
tectures: The above developed power models will be used 
in the framework of system-level estimation of heterogeneous 
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multiprocessor architectures that may contain several proces­
sors and hardware accelerators, This approach is mandatory in 
the design flow for two reasons. First, system-level estimation 
can be achieved with an acceptable accuracy and lO-lOOOx 
faster than the lower-levels. Second, it allows exploring archi­
tectures that cannot be implemented due to hardware resource 
limitation or unavailability of the platform. For instance, we 
cannot exceed dual-core ARM Cortex-A9 based architecture 
using our Zynq platform and similarly for two PowerPC 
mUltiprocessor based Virtex-4 and Virtex II Pro platforms. 
Thus, it is important to have a scalable approach to address the 
complex system power estimation issue. We mention here that 
it is necessary to compute the energy before the deduction of 
the total power consumption. Equation 1 gives the total energy 
consumption of the platform. The parameters used are the 
processor (Epi) and the conventional configurable logic blocks 
(ECLB). The equation also involves the energy consumption of 
the synchronization part (Esync) required to access the shared 
memory (Emem), the shared I/O resources (EI/O) and energy 
variation depending on the number of switching (Eswitching). 

Whereas, n and m are the total number of processor cores 
and hardware accelerators (CLB) respectively. In our FPGA 
platform, synchronization between parallel tasks running on 
different processors or hardware accelerators is performed by 
a call to a hardware mutex and its power consumption as shown 
in Fig. 4. 

n m 

Etotal = L EPi +Emem+Esync+EI/O+ L ECLB+Eswitching 

i=l j=l 
(1) 

Fig. 5 shows that the two PowerPC processors are config­
ured inside the Xilinx EDK platform with a shared memory 
(RAM) and their configuration with the Processor Local Bus 
(PLB). There are two bridges configured to connect the two 
PLB buses of the two processors. In order to run the appli­
cation, we use two methods. First, we split the application 
into two different parts and then run it on the two different 
processors, where first processor starts the application and 
second processor completes the application. Second, as shown 
in Fig. 5 there are two JPEG applications ported on the two 
processors to run independently. These two processors are 
synchronized by using the mutex call as shown in Fig. 6. 

While running the application on the Virtex-II Pro board, 
we measured the power across the jumper and its details are 
shown in Fig. 7. From Fig. 7, we can notice that there are 

three different measurements from left to right. First one from 
the left denotes the power measured across the Virtex-II Pro 
running two applications with one processor and it take twice 
the time (2 x T), Ps denotes the static power and Pj denotes 
the dynamic power running the board. Second one denotes two 
different PowerPC running two different JPEG applications, 
here static power remains the same Ps, while there is a change 
in the dynamic power (Pj') and reduced time (T). In the third 
one, JPEG application is split to run on both the processors 
and here mutex power comes into play (Pm). From this figure, 
we are able to notice that processor power increases linearly 
with a addition of synchronisation power to the power model 
and its memory and I/O devices if any. 

In our platforms, synchronization between parallel tasks 
running on different cores or hardware accelerators is per­
formed by a call to pthread or hardware mutex. Several exper­
iments have been conducted to evaluate the additional power 
cost of this hardware component. This study includes three 
parameters, which are number of processors/cores, processor 
and bus frequencies. Experimental results show that the mutex 
power consumption depends mainly on AXI bus frequency for 
Zynq and PLB for Virtex platforms. 

So far, power models for the single core and dual core 
processor, FPGA and heterogeneous multiprocessor architec­
ture have been developed. Estimation of the overall power 
consumption for single core processor, dual-cores/processors 
and heterogeneous multiprocessor architecture at system-level 
will be briefed with the results in the next section as the 
second step of power estimation methodology with the help 
of different benchmarks. 

V. VIRTUAL PLATFORM POWER ESTIMATION RESULTS 

In the second step, system-level prototypes of ARM 
Cortex-A9 and PowerPC405 based architectures have been 
developed. This prototype uses different SystemC models 
especially the JIT simulator provided by OVP for the target 
processor. Furthermore, cache parameters, pipeline stage unit 
and bus latencies are set to emulate the real platform behaviour. 
A set of counters are injected into the simulator to determine 
the values of different IPC and cache miss rates: read data 
miss, write data miss and read instruction miss. 

In the next step, we estimate the total power consumption 
of each task using the power models shown in Table II (single 
core). The first study is to prove that our tool is accurate. For 
the evaluation of the accuracy at system-level, we simulated 
various benchmarks available in the industry on our tool for 
PowerPC mono-processor and ARM Cortex-A9 single core 
processor as shown in Fig. 8. It shows that our tool exhibits 
a negligible maximum error equal to 5% compared to the real 
board measurements for single-core/processor based platform. 
This is due to better accuracy of the captured activities in the 
simulator. 

A. Dual-core and homogeneous multiprocessor architecture 

The second study involves a processor architecture with 
identical cores/processors to run the multimedia benchmarks. 
All the cores/processors execute the same workload. Fig. 9 
reports the total energy consumption in J. Compared to real 
board measurements, our tool achieved a maximum error 
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Fig. 8. Power estimation of different benchmark applications running on a single-core ARM Cortex-A9 processor and a single core PowerPC processor 

of 9% for both PowerPC and ARM based multi- proces­
sor/core architectures. This accuracy is obtained because of 
two main reasons. First, power models are extracted from 
real board measurements. Second, additional activities that are 
intrinsic to parallel processing such as synchronization and 
communication overheads are accurately evaluated by using 
our IA simulator. The above-mentioned reasons encourage us 
to consider architectures with a higher number of cores in the 
context of exploring new complex processor architectures. To 
quantify VPPET in terms of power estimation accuracy, we 
compared it with McPAT [9], a widely used state-of-the-art 
tool for power estimation for the same processor architecture 
cores. The average estimation error of McPAT [9] is 30% 
when compared to real board measurements and 6x slower 
than VPPET while running with Gem5 [4] simulator for all 
the processor cores and applications. 

B. Heterogeneous multiprocessor architecture 

In this section, we emphasize the benefit of our tool in the 
context of heterogeneous architecture. In general, the choice of 
a hardware accelerator is driven principally by the performance 
requirements of the application and the processor usage of 
each task. In order to implement heterogeneity, we developed 
SystemC models of CLB and an arbiter. Furthermore, the 
configuration access controller is embedded with the CLB 
model, which is similar to ICAP controller in the FPGA 
platform. The main functionalities of this CLB model are to 
execute program as per the processor's instruction, to access 
the memory and to issue an acknowledgement to the processor 
when the task is completed. At the end of the simulation, the 
simulator will provide the execution time of the tasks running 
on the hardware accelerators, number of slices occupied by 
the task and number of switching to the power estimator 
kernel to calculate the total energy. This simulator is similar to 
perfecto [11] with enhanced multi-core processor IP and AXI 

4 bus with split transaction and burst enabled. 

We use MPEG 2 Part 2 application as benchmark. mCT 
task is the most time consuming task in this application. 
Thus, it is selected to be implemented on a CLB. Various 
trade-offs can be done between the amount of consumed 
hardware resources, execution time and power consumption. 
This task is highly regular and has large repetition spaces in 
its multiple hierarchical levels. Such large repetition spaces 
allow us to fully exploit the existing partitioning in VHDL. 
The synthesized hardware occupies 5% of the FPGA board. 
According to the FPGA power model, the energy consumption 
of the chosen hardware motion estimation is around 450 mJ 
offering 50% of energy saving compared to the software 
execution and 40% of reduction in execution time. In terms of 
energy consumption, we observe that until a certain number 
of processors, the total system energy consumption decreases 
as the execution time is reduced, and then it tends to stabilize 
as the system performance improves. The issue of increasing 
the number of processors/cores over a certain limit tends to be 
ineffectual, as it just adds new conflicts at the shared memory 
and bus level, leading to more waiting cycles and this will 
be discussed in detail in the next DSE section. We compared 
our tool with XPE [19] for dynamic power estimation for 
the same processor architecture cores with FPGA hardware 
accelerators. The average estimation error of XPE [19] is 23% 
when compared to real board measurements. 

C. Design space exploration based on energy 

At present, the exploration phase in the design flow of 
an embedded system focuses more on multi-objective optimi­
sation problems, which tries to identify a solution with the 
optimal function cost involving criteria such as time, area and 
power. In order to find the best implementation solution, a 
set of experiments have to be considered and evaluated. For 
the above mentioned reason, we tried to estimate the energy 
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Fig. 9. Energy estimation of different benchmark applications running on a dual-core ARM Cortex-A9 processor and PowerPC multiprocessor 

for different types of multimedia applications with 1 to 4 
core processor ARM Cortex-A9 based-architecture with and 
without CLB. We used parallel algorithm to run the multimedia 
benchmarks on the different processor cores and hardware 
accelerators. Fig. 10 illustrates the detailed energy estimation 
results for different configurations with and without hardware 
accelerators and validated against the real board measurements 
in order to have a reliable DSE. From Fig. 10, we are able 
to extract several conclusions. Depending on the execution 
time, we are able to find the optimal architecture that could 
satisfy the application requirement in terms of computation 
rate. For instance, depending on the frame rate to achieve 
such as 15 or 30 frames per second (f/s), the H.264 decoder 
could be executed more or less efficiently. From the simulation 
results, 1, 2 and 4 processor cores based-architectures offer 
respectively a total performance of 9f/s, 15 fls and 19 fls and by 
adding FPGA block to the processing core makes the system 
more energy efficient. We conclude that using 2 processor 
cores are sufficient to reach a rate of 15 fls, however the 
4 processors based-architecture offer a more energy-efficient 
solution. Indeed, by increasing area cost, the total energy is 
decreased by 30% while moving from 2 to 4 processors. Nev­
ertheless, this behaviour is not the same for all applications as 
shown in Fig.lO. For example, sorting and JPEG applications 
using 4 cores instead of 2 cores tends to be less efficient due to 
communication constraints. Consequently, the corresponding 
additional area cost for 4 processor cores cannot be justified. 
We would like to state that adding FPGA resources will be 
energy efficient and scalable for applications having complex 
computational algorithm rather than simple application. The 
result of the DSE shows that for a simple application (JPEG 
and Sorting), it would be better to implement on a single core 
and some part on the FPGA as they give energy reduction of 
35% to 40%. For the same configuration going ahead with 
multicore and FPGA is not efficient as communication and 
area constraint consume more power. Applications such as 

H.264 running with HD videos are better to be executed with 
multi-core processor combining with FPGA resources as they 
are 40% to 50% efficient than running on single core with 
FPGA. Adding FPGA to low power processors provides the 
best energy efficiency in almost all the situations and in some 
cases it is far better than other devices such as big FPGA 
boards. The maximum obtained error is around 9% for all the 
design implementations as shown in Fig. 10. As stated before, 
we cannot exceed more than dual-core based architecture using 
the Zynq platform and two processor for the Virtex-II-Pro. 
With this tool, we are able to predict for the future multi­
corelprocessor architectures (4 cores) with and without CLBs 
and also with a reliable accuracy. 

VI. CONCLUSION 

This paper proposes a virtual platform based power and 
energy estimation tool for heterogeneous MPSoC based FPGA 
platform. First, a power modeling methodology has been 
defined to address the global system consumption that includes 
processors, reconfigurable hardware, etc. Secondly, the func­
tional power models are coupled with a fast virtual platform 
simulation technique to obtain the needed micro-architectural 
activities for the power models, which allows us to reach 
a better trade-off between accuracy and speed. In addition, 
using functional power models brings transparency regarding 
low level implementation, reduces the number of dependent 
parameters and eases extraction of the required data. Experi­
mental results show that our tool exhibits less than 4% average 
error compared with the real measurements. With the proposed 
tool, the designer can explore several implementation choices: 
single core, multi core and heterogeneous multiprocessor ar­
chitecture based platforms. 

As future work, we will focus on more complex hetero­
geneous architectures by adding softcore processors such as 
microblaze and ARM7 models to this tool and to perform 
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Fig. 10. Energy based design space exploration of ARM Cortex-A9 with FPGA hardware 

automatic design space exploration. Furthermore, in order to 
obtain more accurate power estimations, some power model 
refinements must be realized. Another important extension 
will be to consider thermal and reliability aware model based 
design space exploration for futuristic platform at the system­
level 
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