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✓ Asthma diagnose

✓ COPD prediction

✓ Smoking history estimation 

✓ Spirometry inference

✓ Vital capacity prediction

✓ Respiratory rate estimation 

✓ Snoring recognition

✓ Body position prediction

✓ Sleep apnea detection

Acoustic machine learning for respiratory health

Function assessment Sleep monitoring Disease detection
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OPERA – Open REspiRatory Acoustic foundation models

[NeurIPS’24] Y. Zhang^, T. Xia^, J. Han, Y. Wu, G. Rizos, Y. Liu, M. Mosuily, J. Chauhan, C. Mascolo. Towards Open 

Respiratory Acoustic Foundation Models: Pretraining and Benchmarking.



Pretraining data curation

▪ We curate a unique large-scale (∼136K samples, 400+ hours), multi-source (5 datasets), 

multi-modal (breathing, coughing, and lung sounds) respiratory audio dataset for 
foundation model pretraining



Model pretraining

OPERA-CT: Transformer, 31M

OPERA-CE: CNN, 4M
OPERA-GT: Transformer, 21M



Benchmarking tasks
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Benchmarking results

Outperforming in 16 out of 19 tasksPre-trained modelsFeature-based



Benchmarking results

▪ Contrastive learning

better in classification

▪ Generative pretraining 

better in regression

▪ Larger-models perform better



Summary

No open respiratory 

acoustic foundation 

models.

No ready-to-use 

benchmark.

No systematic 

curation of data. 

OPERA-Data: 440+ hours 

from 5 sources

OPERA-Model: OPERA-CT, 

OPERA-CE, OPERA-GT

OPERA-Benchmark: 19 tasks 

with various attributes



Using OPERA

OPERA encoder

LLMs

Projector

Tokenizer

Can you assist me in evaluating….

Based on your symptoms….

✓ Outperforms traditional multimodal fusion methods 

✓ Achieves zero-shot inference to unseen tasks

[ML4H’24] Y. Zhang, T. Xia*, A. Sead, C. Mascolo. RespLLM: Unifying Audio and Text with Multimodal LLMs for Generalized 

Respiratory Health Prediction



OPEN!!!



THANK YOU
tx229@cam.ac.uk
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