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Abstract

The surge in mobile phones, wearables, and Internet of Things (IoT) devices has
resulted in an abundance of sensor data. This played a pivotal role in the widespread
adoption of deep neural networks (DNN) to support various real-world scenarios in
mobile computing, including personalising user experiences and enabling adaptive
household robots. Such use cases require DNNs to continuously learn and adapt to
changing real-world conditions, despite constraints such as limited labelled data,
memory, and computational power. However, achieving continual learning (CL) and
on-device training on resource-constrained edge devices poses significant challenges,
both in terms of resource limitations and the complexity of learning algorithms
to continually learn new tasks without forgetting old ones. This dissertation
tackles these challenges by developing hardware-aware algorithms and systems that
substantially optimise the utilisation of system resources for deployed DNNs on
embedded and IoT platforms, while upholding high accuracy.

Initially, this dissertation explores the feasibility and applicability of various CL
methods in diverse mobile sensing applications, taking into account constraints
such as low computational capability, limited memory and storage. Drawing from
this analysis, we identify the bottlenecks of existing CL systems. We then overcome
the stringent resource limitations of mobile and embedded systems by crafting a
novel CL approach called FastICARL that optimises the computational and storage
demands of the representative CL method.

Subsequently, to seamlessly support on-device training and CL on extremely
resource-constrained devices like microcontrollers (MCUs), we propose YONO, a
multi-task inference system enabling in-memory model execution and seamless
switching of varying tasks involving multiple user applications, which could fa-
cilitate on-device training and CL with multi-user scenarios. Furthermore, we
propose TinyTrain, an efficient on-device training approach that minimises resource
requirements while coping with limited data availability. TinyTrain significantly
reduces memory usage, training latency, and energy consumption by effectively
identifying and updating the essential model parts on the fly. This makes TinyTrain
crucial for enabling CL on edge devices with limited resources.

Finally, the dissertation pushes the boundaries of CL in mobile computing by extend-
ing CL to embedded systems and highly resource-constrained MCUs. Building on
our thorough analysis of CL and the technology developed for resource-constrained
devices, we propose LifeLearner, an efficient CL system that comprehensively
addresses on-device resource requirements namely data, memory, and computation.



LifeLearner is optimised for various hardware platforms such as edge devices (Jetson
Nano and Raspberry Pi 3B+) and the STM32H747 MCU. Specifically, we co-design
meta-learning with an efficient rehearsal strategy, enabling LifeLearner to rapidly
learn new classes using only a few samples while alleviating forgetting. We then
design a CL-tailored Compression Module that minimises the resource overheads
of CL and hardware-aware optimisations to enhance overall runtime efficiency.

The methodologies developed, systems optimised, and insights gleaned from this
dissertation lay the foundation for the widespread deployment of continual and
on-device training systems that dynamically adapt to users and environments while
operating efficiently within resource-constrained settings.
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Chapter 1

Introduction

Recent advances in deep learning have made unprecedented progress in various applications
ranging from computer vision [3], natural language processing [4], and mobile computing [5].
In particular, mobile sensing applications that rely on fine-grained and continuous data
collection from sensors have benefited significantly from deep learning approaches [6, 7].
Researchers have successfully applied Deep Neural Networks (DNNs) to mobile sensing
tasks such as human activity recognition [8, 9], gesture recognition [10], tracking and
localization [11], mental health and wellbeing assessment [12], keyword spotting [13, 14],
emotion recognition [15], and environmental sound classification [16].

A critical challenge common to these applications is the need for deployed DNNs to
continually accommodate new tasks and user contexts [17] over time, adapting to dynami-
cally changing input distributions [18] while operating within strict resource constraints
imposed by edge devices. For instance, smart appliances may need to learn different
voice commands based on varying usage patterns and users. Household robotic devices
would require continuous learning to recognise new objects and human poses for seamless
human-robot interaction. Similarly, Human Activity Recognition (HAR) applications
using smartphone sensors may need to expand their capabilities from recognising simple
activities like sitting and standing to capturing more complex activities such as walking or
playing sports, accommodating diverse patterns, use cases and users, as well as adapting
to sensor orientation changes [19].

In these scenarios, two key capabilities become crucial:

• Continual Learning (CL): The ability to learn consecutive tasks without forgetting
previously learned ones [20, 21].

• On-device Training: The capacity to adapt DNNs to specific user data or en-
vironmental conditions without relying on external servers or cloud computing
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CHAPTER 1. INTRODUCTION

resources [22]

These capabilities are essential in real-world applications where DNNs are deployed on
resource-constrained devices, enabling adaptive systems that continually provide practical
value for users.

In recent years, researchers and engineers have attempted to enable CL and on-device
training on edge devices with limited resources such as Raspberry Pi Zero with 512 MB
RAM. However, achieving efficient on-device CL and training on such devices presents
significant challenges. First, on-device training requires excessive memory footprint (e.g. 1
GB even for small models with few hundred KBs [23]) and computational costs (e.g. 3×
compared to inference [24]), let alone on microcontroller units (MCUs) which has extremely
limited on-chip memory/storage space (e.g. 512 KB SRAM and 1 MB Flash). Also, the
scarcity of user-labelled data on mobile and IoT devices further complicates the task.
In addition, CL methods typically demand additional resources to tackle the forgetting
problem of DNNs (refer to Section 1.2 for more details). These factors make it extremely
challenging, if not impossible, to operate CL and on-device training on mobile and IoT
devices. However, enabling accurate and efficient CL and on-device training is essential
for facilitating adaptive capabilities in billions of mobile and IoT devices, allowing them
to respond to frequently changing environments and real-world user applications.

This dissertation addresses these challenges and advances the boundaries of CL and on-
device training in mobile computing by enabling their operation on both mobile/embedded
devices and extremely resource-constrained MCUs. Overall, this dissertation encompasses
the following key contributions:

1. We started with a comprehensive evaluation of various CL methods and identified
various system bottlenecks causing inefficiency in resource-constrained systems. This
analysis led to the development of FastICARL, a novel algorithm that drastically
improves the system efficiency without compromising accuracy (Chapter 3).

2. To empower the potential of CL and on-device training on extremely resource-
constrained devices such as MCUs, we developed YONO. This multi-task inference
system enables efficient in-memory model execution and swapping of multiple het-
erogeneous DNNs on MCUs, which could facilitate CL and on-device training of
multi-user and multi-task applications (Chapter 4).

3. We proposed TinyTrain, an on-device training approach that jointly optimises data,
memory, and computation. TinyTrain drastically reduces training time and energy
consumption on devices by selectively updating parts of the model while achieving
state-of-the-art (SOTA) accuracy by explicitly addressing data scarcity (Chapter 5).

4. To extend CL to both mobile/embedded systems and MCUs, we introduced Life-
Learner, a hardware-aware CL and on-device training system that can operate
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CHAPTER 1. INTRODUCTION

on both mobile/embedded and extreme edge devices (with only 512 KB SRAM
and 1 MB Flash) by optimising system resources while retaining high CL accuracy
(Chapter 6).

5. Finally, we summarise the dissertation’s contributions, reflect on insights drawn
from the technical chapters, discuss the implications, and outline future research
directions (Chapter 7).

To our knowledge, this dissertation presents the first co-designed hardware-aware algo-
rithms and systems enabling efficient CL and on-device training on (extremely) resource-
constrained devices. This innovation paves the way for the ubiquitous deployment of
continual and on-device learning systems that can continually adapt to users and environ-
ments over time.

1.1 Motivating Example: Adaptive Personal Assis-

tants on Resource-Constrained Devices

To illustrate the importance of continual learning and on-device training in mobile comput-
ing, consider a wearable health monitoring device that tracks a user’s activities throughout
the day. Initially, the device comes with a pre-trained model to recognise basic activities
like walking, running, and sleeping. However, users could engage in diverse and person-
alised activities—yoga poses, specific sports movements, or rehabilitation exercises that
were not included in the original training dataset.

A traditional approach would deploy a large, foundation model that attempts to cover all
possible activities that a user might perform [25, 26]. However, such a model would:

1. Require prohibitively large memory footprint (potentially over several GBs) on an
edge device with limited system resources (with a few hundred MBs RAM).

2. Consume excessive energy during inference, drastically reducing battery life.

3. Still fail to recognise many user-specific activities or movement patterns.

4. Struggle to adapt to how a user’s movement patterns change over time (e.g., during
recovery from injury).

Instead, efficient CL and on-device training offer a more elegant solution by enabling:

1. To start with a compact base model that handles common activities.

2. To incrementally learn new user-specific activities on-device as they occur.

3. To adapt to changes in user movement patterns over time.
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4. To maintain privacy by keeping sensitive health data on-device.

5. To operate within strict resource constraints through techniques developed in this
dissertation (see Chapters 3, 4, 5, and 6).

This example illustrates why CL and on-device training is not merely a theoretical nicety
but a practical necessity for truly personalised and adaptive mobile sensing applications.
The alternative–periodically retraining a large foundation model from scratch with all
existing source and new data–would be prohibitively expensive in terms of computation,
memory usage, and energy consumption, making it infeasible for resource-constrained
devices.

1.2 Challenges in Enabling Continual Learning and

On-device Training in Mobile Computing

In the context of mobile computing, user applications require DNNs to continuously learn
new contexts and adapt to diverse real-world scenarios within strict resource constraints.
This makes efficient CL and on-device systems essential components. Additionally, as CL
often involves training (i.e. backpropagation) of deployed DNNs, the challenges of enabling
on-device training must be considered jointly.

Challenge 1: Lack of Comprehensive Evaluation of CL in Mobile
Computing

Machine Learning (ML) models typically suffer from Catastrophic Forgetting (CF) [27, 28],
that is, a learned model experiences performance degradation on previously learned task(s)
(e.g. task A) when incorporating information relevant to a new task (e.g. task B). Initially,
researchers have developed various Continual Learning (CL) methods to address this
issue, enabling models to learn new tasks over time while retaining previously learned
knowledge [29]. Such CL methods have been developed primarily in the computer vision
domain [29, 30, 31, 32].

However, it is unclear whether they can be effectively applied to other data modalities
such as those used in mobile sensing tasks. For example, Human Activity Recognition
(HAR) relies on Inertial Measurement Unit (IMU) data [33], Gesture Recognition (GR)
uses Surface Electromyography (sEMG) [34], and Emotion Recognition (ER) depends
on audio and speech signals [15]. As argued by Purwins et al. [16], these signal streams,
consisting of a one-dimensional time-series signal, are fundamentally different from the
two-dimensional images typically used in computer vision, and they require capturing
sequence information for effective representation. Therefore, it is crucial to examine how
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existing CL methods perform in mobile sensing tasks and investigate the trade-offs among
them.

Challenge 2: Resource Constraints

The limited system resources on mobile and IoT devices pose a significant challenge for
designing and implementing CL and on-device training.

Memory/Storage Requirement: Unlike conventional model training on powerful
GPU clouds with large memory and storage sizes (e.g., 80 GB RAM and 1 TB storage),
mobile and IoT platforms have severely limited memory and storage sizes, often in the
range of 512 MB or less. Furthermore, the rise of the IoT has led to the deployment
of billions of microcontrollers (MCUs) with even more constrained resources, such as
512 KB Static Random-Access Memory (SRAM) and 2 MB embedded flash memory.
Existing CL methods [31, 35] and on-device training approaches [36], however, often
demand prohibitively large memory footprint (e.g. 1 GB even using a small model with few
hundred KBs [23]), making their deployment on such resource-limited devices extremely
challenging. Yet, it is essential to facilitate billions of mobile and IoT devices being
able to adapt to frequently changing environments without the help of powerful servers.
Besides, updating models manually from scratch would be very tedious and time-consuming,
considering a massive number of deployed devices. Hence, more intelligent and efficient
on-device systems must be deployed in the real world and updated to the environment
continuously.

Furthermore, among CL methods, the exemplar-based method (i.e. A CL method where
a subset of past data samples, known as exemplars, is retained and used to prevent
CF when training DNNs on new tasks) shows superior performance with an additional
storage/memory usage for saving exemplars of the learned classes [31, 32], as will be
discussed in Chapter 3. However, on resource-constrained devices with small memory and
storage sizes, it has not been fully understood how CL methods ensure high performance
under such extremely resource-constrained environments. Hence, it is critical to investigate
the feasibility of CL with limited resources regarding memory and storage requirements.

Computational Cost: Both CL methods and on-device training heavily rely on compu-
tationally expensive backpropagation which includes forward and backward passes and
weight updates, requiring at least three times more computation (measured in multiply-
accumulate (MAC) operations) than inference, which involves only the forward pass [24].
This computational burden places a heavy load on the limited capabilities of edge devices,
hindering the feasibility of on-device training. To address this, several lightweight training
approaches have been proposed, such as fine-tuning only the last layer, however, these
often lead to a considerable loss in accuracy [37, 38].

Moreover, CL methods introduce additional computational overheads beyond those of on-
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device training, further intensifying the computational challenges due to the need to address
the forgetting problem in DNNs. For example, Elastic Weight Consolidation (EWC) [30],
a regularization-based CL method, requires the computation of Fisher information [39] to
identify important parameters for existing classes. Similarly, Incremental Classifier and
Representation Learning (iCaRL) [31], a rehearsal-based CL method, involves herding-
based sampling to select representative samples of existing classes for replay while learning
new classes. Thus, it is essential to develop compute-efficient CL and on-device training
techniques and systems.

Latency and Energy Consumption: It is also crucial to consider the end-to-end
latency and energy consumption of running CL and on-device training, as mobile and IoT
devices are typically battery-powered. Many existing CL and on-device training methods
incur excessive latency and energy consumption, which is unacceptable for real-world
deployments [30, 31, 35]. Furthermore, Prabhu et al. [40] found that if the computation
budget is constrained, many of the existing CL methods show substantial accuracy loss,
unable to achieve the high CL accuracy as reported in their papers. Prior works of
memory-efficient training by means of recomputation [22, 41, 42, 43] attempt to resolve
the problem of the memory wall of on-device training. However, this approach trades off
more computation for lower memory usage and incurs significant computation overhead,
further increasing the already excessive training time and energy consumption on-device.

Challenge 3: Limited Labelled Data

CL and on-device training are further limited by the requirement for a relatively large
amount of labelled data to learn new tasks or classes [29, 31, 32, 44]. In mobile sensing
applications, it is much more difficult to collect labelled data from a continuous stream
of user inputs compared to labelling static images [45]. Additionally, the more training
data required for CL and on-device training, the more computational resources are needed,
exacerbating the resource constraints mentioned earlier. Thus, it is essential to enable CL
and on-device training with a small amount of labelled data to minimise expensive manual
labelling, computational costs, and memory requirements.

1.3 Thesis and Substantiation

Motivated by these challenges, the main objective of this thesis is to design algorithms
and systems that enable efficient CL and on-device training for mobile and
IoT devices by drastically minimising resource requirements while maintaining
high precision. The proposed algorithms and systems are evaluated in terms of accuracy,
memory footprint, storage usage, latency, and energy consumption, targeting applications
in computer vision, audio, human activity, and biosignal-based tasks.
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To achieve this objective, this dissertation aims to answer the following research questions:

• Research Question 1: To what extent are existing CL methods viable for sensor-
based applications, where data modalities significantly differ from images? What
strategies can be employed to reduce the resource overheads of representative CL
methods without compromising their performance?

• Research Question 2: How can on-device AI be effectively implemented on
extremely resource-limited devices like MCUs, ensuring efficient processing, minimal
energy consumption, and reliable performance while supporting multi-tasking and
adaptive system functionalities?

• Research Question 3: How can we jointly optimise data, memory, and computa-
tion aspects of CL and on-device training on both mobile and IoT devices?

To answer these research questions and achieve the objective of this dissertation, we first
investigate the advantages and disadvantages of existing CL methods in mobile sensing
tasks. Based on the identified trade-offs and bottlenecks, we design a compression technique
that optimises the computational costs and storage usage to overcome the strict resource
constraints of mobile and embedded systems performing CL. Furthermore, we investigate
the feasibility of operationalising various tasks of multi-modality data on severely resource-
limited devices like MCUs. Further, we devise the on-device training framework that
enables efficient training on MCUs that drastically minimises the requirements regarding
the volume of labelled data, memory and computational costs, and latency and energy
consumption. Finally, we leverage our developed techniques and frameworks, enabling a
continual and on-device learning system that can be deployed on mobile and IoT devices
with minimal human intervention (a few labelled samples) and system resources (low
memory, compute, energy requirements).

1.4 Contributions and Thesis Outline

This dissertation begins with thoroughly reviewing the necessary preliminaries and theoret-
ical backgrounds required to understand the research presented in the technical chapters
(Chapters 3, 4, 5, and 6). Chapter 2 summarises essential concepts, research areas, and
terminologies related to mobile and embedded sensing applications, continual learning,
few-shot learning, model compression, and on-device training. The subsequent chapters
describe three major contributions addressing the research questions posed earlier. The
main contributions of this dissertation are outlined as follows.
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Contribution 1: Initial Exploration of Continual Learning in
Mobile Computing

We first conduct a systematic study to examine the CF problem and evaluate the advantages
and disadvantages of current CL methods in mobile and embedded sensing applications. We
then develop a new CL method that optimises the computational and storage requirements
of one of the representative CL methods to overcome the strict resource constraints of
mobile and embedded systems.

Chapter 3 analyses the feasibility and applicability of CL methods in various mobile
sensing applications while considering the limitations posed by mobile and edge platforms,
namely, low computational power, smaller memory and storage. Specifically, we adopt
six CL methods from three different CL categories to evaluate their effectiveness and
efficiency. We employ six datasets from three modalities of mobile sensing tasks such
as (1) Human Activity Recognition (HAR) [46] based on accelerometer, gyroscope, and
magnetometer data, (2) Gesture Recognition (GR) [47] based on surface electromyography
(sEMG), and (3) Emotion Recognition (ER) [15] based on speech. Furthermore, we
implement an end-to-end CL framework on two devices with different specifications: an
Nvidia Jetson Nano GPU (used in mobile robotics and tablets) and a smartphone CPU.
Through extensive evaluation, we find that the rehearsal-based CL approach (saving a
small set of samples for rehearsal to preserve existing knowledge while learning new classes)
often outperforms other CL approaches at the expense of larger system resources. This
work allows us to understand the challenges and limitations of current CL methods when
applied to mobile sensing applications on resource-constrained devices.

Based on the findings of the first work, we identify that one of the major bottlenecks in
enabling end-to-end CL on-device is the expensive computational requirement for learning
new user inputs/classes (e.g., activities in HAR, gestures in GR). Furthermore, iCaRL (a
rehearsal-based CL method that often outperforms other methods as studied in [7]) requires
a large storage budget to store representative samples of learned classes. Motivated by
these limitations, we propose a novel CL method, FastICARL, that improves upon iCaRL
by reducing the CL time and alleviates the storage requirements for rehearsal samples.
We optimise the construction process of an exemplar set (which accounts for most of the
CL time) to shorten the CL time and address the limitation of computational overhead.
In addition, to address the storage burden in resource-constrained devices, we further
optimise FastICARL by applying quantisation on rehearsal samples to reduce the storage
requirement. Moreover, we implement the end-to-end CL framework on embedded and
mobile devices of two different specifications: Jetson Nano and a smartphone, respectively.
To demonstrate its effectiveness and efficiency, we experiment with it in two audio sensing
tasks: Emotion Recognition and Environmental Sound Classification (ESC) as case
studies. Note that, as FastICARL builds directly on iCaRL, we focus on demonstrating its
improvements within a specific domain while incorporating one more audio task (ESC).
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Contribution 2: Bringing On-device Machine Learning from Edge
to Microcontrollers

In recent years, the increasing need to make mobile and IoT devices intelligent has
attracted much attention from academia and industry. This requires efficient CL and
on-device training to facilitate various use cases (e.g. smart homes, smart buildings, and
user personalisation). Therefore, in Chapters 4 and 5, we expand the scope of our research
to investigate the extent to which we can bring deep learning capabilities from edge devices
to MCUs, i.e., extreme edge.

Chapter 4 focuses on supporting multi-task inference on MCUs, as multi-application
systems capable of directly supporting a wide range of applications on-device would be
more versatile and useful in practice. However, as described in Section 1.2, the resources
of such systems are extremely limited (e.g. ”high-end” MCU such as STM32F769 has
only 512 KB SRAM and 2 MB Flash). Hence, maintaining a pre-trained model for each
application is not scalable nor practical (applying scalar quantisation [48] on each model
can mitigate memory/storage issues; however, the compression rate is low). Sharing
network structures [49] can be a solution for correlated and similarly structured models;
however, it is not feasible when systems need to operate multiple heterogeneous models.

We propose YONO, a product quantisation (PQ) [50] based approach that compresses
multiple heterogeneous models and enables in-memory model execution and model switch-
ing for dissimilar multi-task inference on MCUs. YONO adopts PQ to learn codebooks
that store the weights of different models and introduces a novel network optimisation and
heuristics to maximise the compression rate and minimise the accuracy loss. We develop an
online component of YONO for efficient model execution and switching between multiple
tasks on an MCU at runtime without relying on external storage devices. Through ex-
tensive experiments, YONO demonstrates remarkable performance, compressing multiple
heterogeneous models with negligible or no loss of accuracy up to 12.37×. Furthermore,
YONO’s online component enables efficient execution (latency of 16-159 ms and energy
consumption of 3.8-37.9 mJ per operation) and reduces model loading/switching latency
and energy consumption by 93.3-94.5% and 93.9-95.0%, respectively, compared to external
storage access. Interestingly, YONO can compress various architectures trained with
datasets that were not shown during YONO’s offline codebook learning phase, showing
the generalisability of YONO. To summarise, YONO shows great potential and opens
further doors to enable multi-tasking systems on extremely resource-constrained devices.

Chapter 5 focuses on on-device training at the (extreme) edge, as it can benefit diverse
real-world applications by dynamically adapting to new tasks and different (i.e. cross-
domain/out-of-domain) data distributions from users while protecting the privacy of
sensitive user data (e.g. healthcare). While on-device training becomes an essential
building block to facilitate efficient CL, there are many challenges to enabling on-device
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training at the (extreme) edge, as described in Section 1.2. In addition, prior works have
several limitations: (1) substantial accuracy loss (≥10%), (2) excessively long training
time, and (3) negligence of the data scarcity issues of real deployment scenarios.

To address these challenges and limitations, we propose TinyTrain, an on-device training
approach that drastically reduces training time by selectively updating parts of the
model and explicitly coping with data scarcity. TinyTrain introduces a task-adaptive
sparse-update method that dynamically selects layers/channels based on a multi-objective
criterion that jointly captures user data, memory, and compute capabilities of the target
device. This leads to high accuracy on unseen tasks with reduced computation and memory
footprint. TinyTrain outperforms vanilla fine-tuning of the entire network by 3.6-5.0%
in accuracy while significantly reducing backward-pass memory and computation costs
by up to 1,098× and 7.68×, respectively. Targeting broadly used real-world edge devices,
TinyTrain achieves 9.5× faster and 3.5× more energy-efficient training over status-quo
approaches, and 2.23× smaller memory footprint than SOTA, while remaining within the
1 MB memory envelope of MCU-grade platforms.

Contribution 3: Efficient Continual and On-device Training on
Edge and Microcontrollers

In Chapter 6, after establishing essential components for efficient CL and on-device training
on resource-constrained devices, we focus on integrating our proposed frameworks and
techniques to enable efficient, adaptive, and evolving systems on mobile and IoT devices.
In addition, we design a data- and system-efficient method tailored for CL. It overcomes
the key limitation of many prior works of CL requiring a large amount of labelled data to
learn new tasks/classes [29, 31, 32].

We design LifeLearner, a hardware-aware meta-continual learning system that drastically
optimises system resources (lower memory, latency, energy consumption) while ensuring
high accuracy. Specifically, LifeLearner exploits meta-learning and rehearsal strategies to
explicitly cope with data scarcity issues and ensure high accuracy. It effectively combines
lossless and lossy compression to significantly reduce the resource requirements of CL
and rehearsal samples. We developed a hardware-aware system on embedded and IoT
platforms, considering the hardware characteristics. As a result, LifeLearner achieves
near-optimal CL performance, falling short by only 2.8% on accuracy compared to an
Oracle baseline. With respect to the SOTA Meta CL method, LifeLearner drastically
reduces the memory footprint (by 178.7×), end-to-end latency by 80.8-94.2%, and energy
consumption by 80.9-94.2%. Additionally, we successfully deployed LifeLearner on two
edge devices and an MCU, enabling efficient CL on resource-constrained platforms, where
it would be impractical to run SOTA methods, and achieving the far-reaching deployment
of adaptable CL in a ubiquitous manner.
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Finally, Chapter 7 summarises the contributions presented in this dissertation, reflects on
findings and insights drawn from the technical chapters, discusses their implications, and
points out the potential avenue for further studies.

1.5 Publications and Author Contributions

The research efforts described in this dissertation have led to several publications at
peer-reviewed international conferences.

1. Chapter 3 is based on two papers published at SEC ’21 [7] and Interspeech ’21 [51],
respectively.

2. Chapters 4 and 5 build upon two papers published at IPSN ’22 [52] and ICML ’24 [23],
respectively.

3. Chapter 6 is drawn from work published at SenSys ’23 [53].

Additionally, I co-authored other works in broader areas of mobile systems, machine
learning, and human-centred computing, which influenced the ideas and contributions of
this dissertation while not directly related to it.

Works Related to This Dissertation

[7] Exploring System Performance of Continual Learning for Mobile and Embedded Sensing
Applications
Young D. Kwon, Jagmohan Chauhan, Abhishek Kumar, Pan Hui, and Cecilia Mascolo.
Proceedings of the Sixth ACM/IEEE Symposium on Edge Computing, 2021. (SEC ’21).
Best Paper Award

[51] FastICARL: Fast Incremental Classifier and Representation Learning with Efficient
Budget Allocation in Audio Sensing Applications
Young D. Kwon, Jagmohan Chauhan, Cecilia Mascolo.
Proceedings of the Annual Conference of the International Speech Communication Associ-
ation, 2021. (INTERSPEECH ’21)

[52] YONO: Modeling Multiple Heterogeneous Neural Networks on Microcontrollers
Young D. Kwon, Jagmohan Chauhan, Cecilia Mascolo.
Proceedings of the 21st International Conference on Information Processing in Sensor
Networks, 2022. (IPSN ’22)

[23] TinyTrain: Resource-Aware Task-Adaptive Sparse Training of DNNs at the Data-
Scarce Edge
Young D. Kwon, Rui Li, Stylianos I. Venieris, Jagmohan Chauhan, Nicholas D. Lane,
and Cecilia Mascolo.
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Proceedings of the Forty-first International Conference on Machine Learning (ICML ’24).
Silver Medal at Samsung Best Paper Award 2024

[53] LifeLearner: Hardware-Aware Meta Continual Learning System for Embedded Com-
puting Platforms
Young D. Kwon, Jagmohan Chauhan, Hong Jia, Stylianos I. Venieris, and Cecilia
Mascolo.
Proceedings of the 21st ACM Conference on Embedded Networked Sensor Systems, 2023.
(SenSys ’23).

Author Contributions Statement

For each of the five works related to this dissertation, I outline my contributions and the
roles of my co-authors:

Exploring System Performance of Continual Learning for Mobile and Embedded
Sensing Applications (SEC ’21)

As the lead author, I conceptualised the research idea, designed and implemented the
experimental framework, conducted most experiments, analysed the results, and wrote
the majority of the manuscript. Dr. Jagmohan Chauhan provided guidance on the
experimental design, implemented iCaRL on smartphone CPUs, produced latency results
(Table 3.6 in Section 3.2.3), and contributed to the writing and revision of the paper.
Abhishek Kumar assisted with the evaluation metrics and preliminary data analysis.
Professors Pan Hui and Cecilia Mascolo supervised the research, provided critical feedback,
and helped refine the manuscript.

FastICARL: Fast Incremental Classifier and Representation Learning with
Efficient Budget Allocation in Audio Sensing Applications (INTERSPEECH
’21)

I led this work by formulating the research problem, developing the FastICARL algorithm,
implementing the system, conducting extensive experiments, and drafting the manuscript.
Dr. Jagmohan Chauhan contributed to the experimental design and helped with the
analysis of results. Professor Cecilia Mascolo provided supervision, critical insights, and
guidance throughout the research process and manuscript preparation.

YONO: Modeling Multiple Heterogeneous Neural Networks on Microcon-
trollers (IPSN ’22)

I led the entire research process, including conceptualisation of the YONO framework,
algorithm design, system implementation, experimental evaluation, and manuscript writing.
Dr. Jagmohan Chauhan contributed to the discussion of the methodology and assisted
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with manuscript editing. Professor Cecilia Mascolo provided research supervision, critical
feedback on the approach, and helped with manuscript revisions.

TinyTrain: Resource-Aware Task-Adaptive Sparse Training of DNNs at the
Data-Scarce Edge (ICML ’24)

I conceptualised the research idea, developed the TinyTrain approach, implemented the
framework, conducted experiments, and wrote the majority of the paper. Dr. Rui Li and
Dr. Stylianos Venieris contributed to the algorithm design and system optimisation. Dr.
Jagmohan Chauhan assisted with the experimental setup and results analysis. Professors
Nicholas Lane and Cecilia Mascolo supervised the work, provided guidance throughout
the research process, and helped refine the manuscript.

LifeLearner: Hardware-Aware Meta Continual Learning System for Embedded
Computing Platforms (SenSys ’23)

I led this research by formulating the LifeLearner system, designing and implementing
the algorithms, conducting experiments on various hardware platforms, and writing the
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finalise the manuscript.

For all the publications, I performed the primary role in conceptualising the research
ideas, developing methodologies, implementing systems, conducting experiments, analysing
results, and preparing manuscripts. My co-authors provided invaluable guidance, feedback,
and assistance throughout the research process, helping to refine the ideas and improve
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Chapter 2

Background

In the previous chapter, we have highlighted the potential and challenges of applying CL
and on-device training on mobile and IoT devices. This chapter provides a comprehensive
overview of previous studies and background information relevant to the works discussed
in this dissertation. We begin by examining mobile and embedded sensing applications
(Section 2.1) and CL (Section 2.2). Subsequently, we describe various techniques that
enable efficient ML on-device (Section 2.3). Finally, we discuss the literature on on-device
training (Section 2.4).

2.1 Mobile and Embedded Sensing Applications

Deep learning is increasingly being applied in mobile and embedded systems as it achieves
SOTA performances on many sensing applications such as computer vision applications [67],
activity recognition [6, 33], gesture recognition [68], and audio sensing [69]. First of all, there
exist many vision applications, ranging from image classification [1, 70], video analytics [71],
to augmented reality [72], autonomous driving [73] and traffic sign analysis [74]. Ren et
al. [75] developed efficient and distributed object detection systems for real-time surveillance
applications based on Faster R-CNN [76]. Additionally, prior work [77] established a client-
edge collaboration framework and solved an optimisation problem of offloading to minimise
the response time. Furthermore, many prior works [73, 78, 79] focused on autonomous
driving. SqueezeDet [78] was proposed to achieve high object detection accuracy with
minimal model size for energy efficiency. Chen et al. [79] proposed multi-view 3D networks
that process LIDAR point cloud data and camera images to predict 3D boundaries.

Human Activity Recognition (HAR) is one of the most extensively studied mobile sensing
applications [33, 80, 81, 82, 83]. HAR aims to automatically determine various human
activities (e.g., from simple actions like walking to complex activities like cooking a meal)
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based on smartphone and wearable (body-worn) Inertial Movement Unit (IMU) sensors.
Hammerla et al. [33] experimented with three variants of deep learning approaches such
as feed-forward, convolutional, and recurrent neural networks on HAR datasets, and
presented guidelines for training neural networks. Moreover, Ordóñez and Roggen [84]
proposed the DeepConvLSTM model, in which convolutional layers extract features from
raw IMU data, and Long Short-Term Memory (LSTM) recurrent layers capture temporal
dynamics of feature activations to improve HAR performance. Murahari and Ploetz
enhanced DeepConvLSTM by employing attention mechanisms to identify crucial time
steps [81]. Zhang et al. [83] enriched the domain diversity by synthesising intra- and
inter-domain style data while maintaining robustness to class labels to improve domain
generalisation of HAR.

Another frequently used application in mobile sensing is the recognition of hand gestures
(e.g., fist and open palm) using surface Electromyography (sEMG) signals generated during
muscle contractions [10, 34, 85, 86, 87]. sEMG signals are quantitatively measured in
a non-invasive fashion by estimating the electrical potential differences between muscle
and ground electrodes. These signals are used in various fields, including medical applica-
tions [88], rehabilitation [89], human-computer interactions [90], and upper-limb prostheses
control [91]. Zhai et al. [47] proposed a self-recalibrating framework that can be updated to
maintain model performance, eliminating the need for additional user labels for re-training.
Shatilov et al. [92] developed a low-cost and adaptable system for a prosthetic hand by
incorporating an sEMG sensor, a mobile phone, a cloud component, and a 3D-printed arm.
Also, Becker et al. [87] used sEMG of the forearm to classify finger touches with their
proposed neural architecture, combining convolutional, feed-forward, and LSTM layers.
Shin et al. [93] developed a wireless multimodal wearable system based on EMGs and
sounds for automatic, accurate clinical assessment of silent aspirations from dysphagia
patients.

Audio sensing applications are also foundational in mobile sensing research, providing
behavioural insights to users. These applications include Emotion Recognition (ER) [15],
Speaker Identification [94], Speaker Counting [95], Environmental Sound Classification
(ESC) [96], and Conversation Analysis [97], and Keyword Spotting (KWS) [98, 99]. Lu
et al. [100] proposed SoundSense, a scalable framework designed to recognise meaningful
sound events that occur in users’ everyday lives. The authors developed the general-purpose
sound sensing system to operate on resource-limited phones. Lee et al. [97] developed
SocioPhone, a new mobile platform for face-to-face interaction monitoring to facilitate
group conversations by utilising meta-linguistic contexts. Moreover, Georgiev et al. [101]
proposed a deep learning modelling and optimisation framework that explicitly targets
various audio sensing tasks in resource-constrained embedded systems. Lee et al. [102]
developed a soft smart biopatch that can continuously collect biometric data from an
individual’s heart sound for authentication.
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Looking beyond individual applications, a clear evolutionary trajectory emerges in mobile
sensing research. Over the past decade, we have witnessed a gradual shift from cloud-
dependent systems, where mobile devices merely collect data to be processed remotely,
toward on-device edge intelligence. This progression has been driven not only by techno-
logical advances in hardware efficiency but also by fundamental requirements of real-world
deployments: the need for privacy preservation, real-time responsiveness, and operation
in connectivity-constrained environments. This shift shows the importance of on-device
adaptation capabilities that form the focus of this dissertation.

2.2 Continual Learning

Continual Learning (CL) studies the ability to learn over time from an incoming stream of
data by incorporating new knowledge while retaining previously learned information [7, 29,
40, 103, 104]. It is also referred to as incremental learning (IL) [31], lifelong learning [29],
and sequential learning [27]. In a CL setup, learning methods typically suffer from
CF [27, 28], where a learned model experiences performance degradation on previously
learned task(s) (e.g., task A) as information relevant to a new task (e.g., task B) is
incorporated. It occurs because the learned parameters of the network, optimised to
perform well in task A (important weights to task A), are changed to maximise/minimise
the objective/loss of task B. At its core, CL addresses the fundamental stability-plasticity
dilemma that has long challenged research [27, 28, 105, 106]: how can a model remain
sufficiently plastic to incorporate new information while ensuring enough stability to retain
existing knowledge?

In recent years, to resolve CF and the stability-pasticity dilemma, researchers proposed
various CL approaches that represent different philosophical stances. These approaches
can be categorised into four main groups:

1. Regularisation-based Methods [30, 66, 107, 108, 109, 110, 111]: These methods
explicitly prioritise stability by constraining weight updates. Specifically, they add
regularisation terms to the loss function to minimise changes to important weights of
a model for previous tasks, thereby preventing forgetting. For instance, Kirkpatrick et
al. [30] proposed Elastic Weight Consolidation (EWC), which uses the Fisher matrix
to estimate the importance of each weight in a model and adjusts the update of the
weights based on their importance. Additionally, Zenke et al. [107] proposed Synaptic
Intelligence (SI), which maintains an online estimate of the weights’ importance with
respect to their contribution to the change in the loss function.

2. Replay with Exemplars-based Methods [31, 32, 51, 53, 112, 113, 114, 115, 116,
117]: These techniques attempt to simulate joint training on past and present data.
They require training data from the new class and also few training samples from
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earlier classes to update the model. Rebuffi et al. [31] proposed an Incremental
Classifier and Representation Learning (iCaRL) that stores a small set of raw data
from previous tasks as exemplars to prevent forgetting and to learn new tasks. In
addition, Lopez-Paz and Ranzato [112] proposed Gradient Episodic Memory (GEM)
that utilises episodic memory to enable CL by minimizing negative backward transfer
(i.e., forgetting).

3. Replay-based Methods [118, 119]: Different from Replay with Exemplars-based
methods, Replay-based methods update model parameters by complementing the
training data for each new task with ”pseudo-data” representative of previous tasks.
Li and Hoiem [118] developed Learning without Forgetting (LwF), which labels the
input data of the current task using the model trained on the previous tasks and
uses them as pseudo-data. The replayed data helps the model’s output remain close
to that of the model trained on previous tasks. Also, Shin et al. [119] proposed a
Generative Adversarial Networks (GAN) [120] based CL method, utilising a GAN
to generate data from past experiences when learning new data.

4. Dynamic Architecture-based Methods [121, 122, 123, 124, 125]: These methods
try to circumvent the dilemma by allocating distinct resources for new knowledge.
In detail, they dynamically expand and freeze DNN architectures to incorporate
new classes and prevent forgetting, respectively. For instance, Yoon et al. [122]
proposed Dynamically Expandable Network (DEN), which dynamically expands
network capacity for each task with minimal addition of neurons using an overlapping
knowledge-sharing structure among tasks. Hung et al. [123] applied model compres-
sion, critical weights selection, and progressive network expansion whenever it is
needed to avoid forgetting and maintain the compactness of the model. Also, Yan
et al. [124] introduced a two-stage learning approach that leverages a dynamically
expandable representation for more effective incremental concept modeling.

Despite promising performance, dynamic architectures pose significant challenges, par-
ticularly for on-device implementation. They require costly modifications to the model
architecture, leading to higher computational costs as the model expands. Furthermore,
commonly used on-device ML frameworks such as DeepLearning4j, Mobile Neural Net-
work (MNN) [126], and TensorFlow Lite for Microcontrollers (TFLM) [127] (adopted
in our implementation of on-device systems for mobile and IoT devices) are limited in
supporting dynamic modifications of the network architecture on-device as they prohibit
the utilisation of compile-time optimisations on a fixed computation graph of the model.
Consequently, this dissertation excludes dynamic architecture-based methods from its
scope of investigation, focusing instead on the first three categories of CL approaches in
subsequent chapters.

While current CL methods addressing CF are empirically evaluated using small and large
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datasets [21, 128], these studies have limitations. They either neglect resource constraints
of mobile and embedded devices with respect to storage and latency [21] or adopt only a
few methods [21, 128]. To fill this gap, we investigated to what extent current CL methods
can enable practical CL systems for mobile and embedded sensing applications on-device
and examined the implications of such systems regarding performance, efficiency, and
generalisability. Furthermore, to fully understand the issue of CF in mobile sensing, where
the data modality differs significantly from the image datasets [16] typically used to evaluate
CL methods, we assessed six representative CL methods across three embedded sensing
applications (e.g., HAR, GR, and ER) with different data modalities (e.g., accelerometer,
sEMG, and speech). Moreover, we implemented an end-to-end CL framework that addresses
resource constraints of mobile devices by minimising required CL time and storage for
exemplars crucial for real-world user applications (see Chapter 3).

2.2.1 Few-Shot Learning

In real-world deployment scenarios, obtaining a large volume of labelled training data to
update deployed models or add new classes is challenging. This is primarily because users
are typically willing to annotate only a few samples for new classes. As we discussed in
Chapter 1, the annotation problem is even more pronounced in mobile sensing applications,
as labelling a stream of signals is not straightforward. Therefore, developing Few-Shot
Learning (FSL) techniques is a natural fit for efficient CL and on-device training [129].
FSL methods aim to learn a target task given a few examples (e.g. 5-30 samples per class)
by transferring knowledge from large source data (i.e. meta-training) to scarcely annotated
target data (i.e. meta-testing).

To date, several FSL schemes have been proposed, ranging from gradient-based [130, 131,
132], metric-based [133, 134, 135] to Bayesian-based approaches [136]. Recently, there has
been growing interest in cross-domain (out-of-domain) FSL (CDFSL) [137]. The CDFSL
setting dictates that the source (meta-train) dataset differs significantly from the target
(meta-test) dataset. Although CDFSL is more challenging than the standard in-domain
(i.e. within-domain) FSL [36], it tackles more realistic scenarios, which align closely with
the real-world deployment scenarios targeted by this dissertation.

In our work, we focus on realistic use-cases where the available source data (e.g. Mini-
ImageNet [2]) are significantly different from target data (e.g. meta-dataset [138]) with
limited samples such as 5-30 samples per class. While FSL-based methods address data
efficiency, they often neglect the memory and computation constraints of on-device training.
Therefore, we explore the joint optimisation of three major pillars of on-device training,
such as data, memory, and computation (Chapters 5 and 6).
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2.2.2 Meta-Continual Learning

Despite the scarcity of labelled user data on devices, conventional CL methods [29] still
require much training data to prevent CF while learning new classes. To overcome this
limitation, Meta CL or Few-shot Class-Incremental Learning (FSCIL) [139, 140, 141, 142,
143, 144] has been proposed. This method aims to address two challenges: (i) to avoid CF
of old classes and (ii) to prevent overfitting to a few samples of new classes.

Tao et al. [143] proposed a novel FSCIL framework that employs a neural gas (NG)
network [145] to learn the topology of feature space to represent learned knowledge and
solves FSCIL problem by adjusting the update of the NG network. In addition, Javed
and White [140] demonstrated that their proposed method, Online-aware Meta-Learning
(OML), can successfully avoid interference and ensure learning of new knowledge for up to
200 classes by continually learning through a meta-objective. Beaulieu et al. [139] extended
the work of Javed and White [140] and proposed A Neuromodulated Meta-Learning
(ANML) that learns selective activation of another network using a neuromodulatory (NM)
network. Beaulieu et al. showed that ANML could successfully solve CF problems for up
to 600 classes. Furthermore, an Attentive Independent Mechanisms (AIM) module [35]
was proposed to capture independent concepts for learning new knowledge. AIM and its
combinations, ANML+AIM and OML+AIM, have achieved SOTA results.

Although prior works in Meta CL enable CL with limited data samples, they have certain
limitations. For example, OML [140] and ANML [139] can retain high CL performance
on the Omniglot dataset [146] over many classes. However, these methods (including
AMML+AIM and OML+AIM) fail to generalise to other datasets, showing low accuracy
on CIFAR-100 [1] and have extremely high memory requirements (as detailed in Chapter 6),
which limits their applicability to low-end devices. Hence, we aim to design an efficient
Meta CL system that achieves high accuracy and minimal forgetting while making practical
deployment on embedded devices a reality (Chapter 6).

2.3 Efficient Machine Learning

While deep learning models continue to demonstrate impressive performance, this often
comes at the cost of increasingly complex network architectures and vast amounts of
training data [147]. Although higher performance is critical for many applications, increased
model complexity demands significantly more computation resources and often exceeds
the hardware memory limit of resource-constrained devices such as mobile and embedded
devices or MCUs [148]. Consequently, many researchers have focused on developing
methods to improve efficiency without compromising model accuracy.
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2.3.1 Model Compression

Researchers have explored various approaches for model compression:

1. Efficient Network Architectures: Many studies have focused on designing and
hand-drafting more efficient network architectures, namely, SqueezeNets [149, 150],
ShuffleNets [151, 152], and MobileNets [153, 154]. Howard et al. [153] proposed Mo-
bileNet, a new network architecture, that utilises depth-wise separable convolutions.
MobileNet is based on depth-wise separable convolutions which factorize a standard
convolution into a depthwise convolution and a 1× 1 convolution (pointwise convo-
lution), making MobileNet consumes 8− 9 times less computation than standard
convolutions. Sandler et al. [154] designed a novel layer called the inverted residual
with a linear bottleneck, on which MobileNetV2 is based, further improving the
performance and efficiency over the original MobileNet.

2. Neural Network Search (NAS): Recently, NAS methods [148, 155, 156, 157, 158,
159, 160, 161, 162] have gained popularity in designing efficient neural architectures
by automating the process of finding network structures. NAS often achieves better
efficiency than hand-drafted neural architectures. For instance, Liu et al. [155]
introduced a novel algorithm for differentiable NAS based on bilevel optimisation,
which can be applied to both convolutional and recurrent layers. Also, Cai et al. [158]
developed a progressive shrinking algorithm that first trains a large neural network
and then progressively fine-tunes the network to support smaller sub-networks that
share weights with the larger ones.

3. Weight Pruning: Another thread of research is weight pruning methods that
leverage the inherent redundancy in the weights of neural networks [163, 164, 165,
166, 167, 168, 169, 170, 171, 172]. Han et al. [163, 164] proposed a iterative pruning
framework that removes weights with small magnitudes and retrains the model until
it reaches a certain threshold in terms of performance or model size. In addition,
Yang et al. [165] introduced energy-aware pruning, while Liu et al. [167] utilised
structural regularity of neural networks and an Alternating Direction Method of
Multipliers (ADMM)-based pruning framework [169], showing impressive results.

4. Quantisation: Quantisation of model weights and activiations has been an active
area of research. Many prior works quantise the weights and activations from
32-bit float to 8-bit integer [48], ternary values (2-bit) [173, 174], binary values
(1-bit) [175, 176, 177, 178], and mixed precision [179, 180]. Also, weight clustering
methods have been proposed to group weights into several clusters to compress a
model. Chen et al. [181] proposed a hashing trick to group each weight, and Han
et al. [164] incorporated weight clustering into their iterative pruning framework.
Moreover, researchers studied techniques that quantise an array of scalars of the
weights to compress a model or a particular layer. Some works extended a sparse
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coding [182] to learn a compact representation that covers the feature space of weights
of a model [183, 184]. Bagherinezhad et al. [184] proposed LCNN, lookup-based
convolutional neural network, encoding convolutions by a few lookups to a learned
dictionary that covers weights’ feature space. However, while sparse coding-based
methods could well represent a feature space of weights, it requires non-trivial
memory to store the learned dictionary and its indices of weights to the dictionary.

5. Vector Quantisation: Researchers have examined vector quantisation-based meth-
ods for model compression. Gong et al. [185] conducted an empirical study comparing
binarized networks, scalar quantisation using k-means (i.e., weight clustering), Prod-
uct Quantisation (PQ) [50]. The authors found that PQ shows the best result
among the studied methods. Wu et al. [147] showed 4− 6× speed-up and 15− 20×
compression with one percent loss of accuracy by applying PQ together with an
error-correction mechanism. In addition, Hayes et al. [32] utilised PQ to compress
an intermediate layer of a network as exemplars to maintain high CL performance.
Chen et al. [186] proposed a differentiable PQ to compress an embedding layer in
Natural Language Processing, which is typically very large in terms of size.

As shown in the works described above, the vector quantisation technique (PQ) demon-
strates effectiveness and potential in weight compression. Nevertheless, prior works are
limited in the utilisation of PQ to a single model or a layer (typically on a scale of tens
of millions of weights). Given that PQ is commonly used to index billions of vectors for
approximate nearest neighbour search in the database community [50, 187, 188], we argued
that PQ has not been fully utilised in model compression. Also, PQ can be employed to
compress multiple heterogeneous networks [189]. Also, the learned PQ codebook might
generalise well to unseen model weights. Therefore, we explore a novel model compression
methodology based on PQ in Chapter 4. It is worth noting that the scope of this chapter is
limited to lossy compression to maximise the compression rate (although lossy compression
can incur accuracy loss), as Ko et al. [190] showed that the lossless compression technique
alone can only achieve a relatively low compression rate (∼ 2×) without accuracy loss.

2.3.2 Multi-Task Learning

Multi-task learning allows for the simultaneous learning of correlated tasks such that the
accuracy of both or one of the tasks is improved by exploiting the similarities and differences
across tasks [191]. Prior works include low-rank parameter search [192, 193], common
feature learning [194, 195], task clustering [196, 197], and task relation learning [198, 199].
These works achieve limited compression by sharing the first few network layers. However,
their main goal is to increase the robustness and generalisation of multiple task learners.
Thus, keeping multiple heterogeneous DNN models in the extremely limited memory of
embedded devices, along with managing and executing these models (achieving different
tasks) efficiently at run-time, are challenging to the aforementioned works.
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Neural Weight Virtualisation (NWV) [189] was introduced to compress multiple hetero-
geneous models of different network architectures and tasks on mobile and IoT devices.
NWV minimises the context switching overhead by retaining all shared weights in memory.
However, NWV’s compression ratio is constrained to 8.08×, limiting the multi-tasking
IoT system with a small memory footprint to operate many tasks in real-time. Also, it
only employs a simplified LeNet architecture in the experiments of IoT use cases, thus
limiting the accuracy of the system.

To overcome the limitations, we developed YONO, which enables the efficient execution of
multiple DNN models while remaining within the limited resource constraints on embedded
devices. YONO not only increases compression rates with highly optimised models (e.g.,
MicroNet, DS-CNN) but also achieves high accuracy that is useful in practice (Chapter 4).

2.4 On-Device Training

Scarce memory and compute resources are major bottlenecks in deploying DNNs on tiny
edge devices. In this context, researchers have largely focused on optimising the inference
stage (i.e. forward pass) by proposing lightweight DNN architectures [150, 152, 154],
pruning [164, 167], and quantisation methods [48, 177, 200] (refer to Section 2.3.1 for more
details). Researchers have also investigated how to efficiently leverage heterogeneous proces-
sors [201, 202, 203], and offload computation [204]. Driven by increasing privacy concerns
and the need for post-deployment adaptability to new tasks or users, the research commu-
nity has recently turned its attention to enabling DNN training (i.e., backpropagation
having both forward and backward passes, and weights update) at the edge.

Researchers proposed memory-saving techniques to resolve the memory constraints of
training [205, 206, 207, 208, 209]. For example, gradient checkpointing [41, 210, 211]
discards activations of some layers in the forward pass and recomputes those activations
in the backward pass. Microbatching [212] splits a minibatch into smaller subsets that are
processed iteratively, to reduce the peak memory. Swapping [213, 214] offloads activations
or weights to an external memory/storage (e.g. from GPU to CPU or from an MCU to
an SD card). Some works [22, 42, 43] proposed a hybrid approach by combining two or
three memory-saving techniques. Although these methods reduce the memory footprint,
they incur additional computation overhead on top of the already prohibitively expensive
on-device training time at the edge.

A few existing works [44, 215, 216, 217, 218] have also attempted to optimise both memory
and computations. By selectively updating only a subset of layers and channels during
on-device training, these methods effectively reduce both the memory and computation
load. However, TinyTL still demands excessive memory and computation, as shown in
Chapter 5. p-Meta enables pre-selected layer-wise updates learned during offline meta-
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training and dynamic channel-wise updates during online on-device training. However, as
p-Meta requires additional learned parameters such as a meta-attention module identifying
important channels for every layer, its computation and memory saving are relatively low.
For example, p-Meta still incurs up to 4.7× higher memory usage than updating the last
layer only. Furthermore, as shown in Chapter 5, the performance of SparseUpdate drops
dramatically up to 7.7% when applied at the edge where data availability is low. This occurs
because the approach requires access to the entire target dataset (e.g. SparseUpdate [44]
uses the entire CIFAR-100 dataset [1]), which is unrealistic for such devices in the wild.
More importantly, it requires a large number of epochs (e.g. SparseUpdate requires 50
epochs) to reach high accuracy, which results in an excessive training time of up to
10 days when deployed on tiny edge devices, such as STM32F746 MCUs. In addition,
many methods [44, 216, 218] are unable to adapt dynamically to target data because
they require running a few thousands of computationally heavy searches [44], pruning
processes [216], or pre-selecting layers to be updated [218] on powerful GPUs to identify
important layers/channels for each target dataset during the offline stage before deployment.
As such, the current static layer/channel selection scheme cannot be adapted on-device to
match the properties of the user data and hence remains fixed after deployment, which
may lead to a suboptimal accuracy.

To overcome these limitations, we proposed an efficient on-device training method, Tiny-
Train, that drastically minimises memory and computation while achieving SOTA accuracy
given scarce target data, enabling data-, compute-, and memory-efficient training on tiny
edge devices (Chapter 5).

2.5 Summary

The literature reviewed in this chapter reveals several important trends that frame the
contributions of this dissertation. First, there is a growing convergence between previously
distinct research areas–CL, few-shot learning, model compression, and on-device training–
driven by the practical requirements of real-world mobile applications. Second, while
significant progress has been made in each individual area, holistic approaches that jointly
optimise across multiple constraints remain underexplored. Finally, there exists a persistent
gap between theoretical capabilities demonstrated in controlled research environments and
real-world systems that can operate effectively within the strict constraints of mobile and
IoT devices. This dissertation addresses these gaps through the following contributions:

1. Conducting a comprehensive empirical study of various representative CL methods
to better understand the feasibility of CL on multiple data modalities on resource-
constrained devices, followed by developing an efficient CL method (Chapter 3).

2. Designing a novel compression method that minimises model size and enables efficient
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model execution and switching to benefit multi-user and multi-application setups
(Chapter 4).

3. Proposing an efficient on-device training approach that drastically minimises the
data, memory, and computation requirements to support efficient CL on extremely
resource-constrained devices (Chapter 5).

4. Leveraging our previous efforts in enabling efficient and adaptive systems to develop a
data-, memory-, and compute-efficient CL system that can operate on both embedded
and IoT devices, where it is impractical and/or unable to run SOTA, respectively
(Chapter 6).
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Chapter 3

Initial Exploration of Continual
Learning in Mobile Computing

3.1 Introduction

In Chapter 1, we discussed the untapped potential of continual learning and on-device
training to support various real-world applications in mobile computing. Further, we
described the associated challenges in Chapter 1 and pointed out the limitations of prior
research in Chapter 2. Then, this chapter presents our initial investigation into the
Catastrophic Forgetting (CF) problem, as described in Section 1.2, and examines the
advantages and disadvantages of current CL methods in mobile and embedded sensing
applications (Section 3.2). After that, based on our investigation, we developed a novel
CL method that remarkably reduces the resource requirements of the representative CL
method, making CL practically useful on mobile and embedded systems (Section 3.3).

As discussed in Chapter 1, in practice, enabling deep learning models to continually learn
is challenging due to the CF problem. Since the identification of CF in Multi-Layer
Perceptrons (MLPs), researchers have proposed various methods to mitigate it [30, 31,
112, 118, 122] and evaluate it using both small and large datasets [21, 128, 219] (refer to
Section 2.2 for further details). However, these methods have primarily been evaluated
in computer vision applications using MLPs or Convolutional Neural Networks (CNN)
based deep learning models. It remains unclear whether these methods are viable in
sensor-based applications, where data modality is significantly different from images, and
sequence information needs to be captured [16]. Moreover, most of the existing Incremental
Learning (IL)1 techniques [220] do not take into account the resource requirements of
mobile and embedded devices, potentially limiting their applicability. There is a clear need

1In this work, we use continual learning (CL) and incremental learning (IL) interchangeably.
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to understand the resource consumption limitations of existing CL methods to assess their
suitability for resource-constrained edge platforms.

To address the aforementioned limitations, we conducted the first systematic study to
investigate the CF problem on mobile and embedded sensing applications using various IL
methods. First, we employ three datasets from the widely researched application of Human
Activity Recognition (HAR) [46] based on accelerometer, gyroscope, and magnetometer
data. Next, we include two datasets from Gesture Recognition (GR) [47] based on
surface electromyography (sEMG). We further incorporate an Emotion Recognition (ER)
dataset [15] based on speech among audio sensing tasks to make our results generalisable
to different data modalities across diverse applications. Second, we examine trade-offs of
studied IL methods in terms of their performance, storage footprint, computational costs,
and peak memory limit to assess their feasibility on mobile and embedded devices. To
investigate the system limitations imposed by different configurations of IL, we implemented
the IL framework on two device types with different specifications: an Nvidia Jetson Nano
GPU (used in mobile robotics and tablets) and a smartphone CPU.

Overall, the major contributions and findings of our systematic investigation are:

• We conduct a comprehensive study of the CF problem in mobile and embedded
applications using six representative IL methods falling under three paradigms: reg-
ularisation ((1) Elastic Weight Consolidation: EWC [30], (2) Synaptic Intelligence:
SI [107], and (3) Online EWC [108]), replay ((4) Learning without Forgetting:
LwF [118]), and replay with exemplars ((5) Incremental Classifier and Represen-
tation Learning: iCaRL [31] and (6) Gradient Episodic Memory: GEM [112]).

• To evaluate CF in real-life scenarios, we employ Sequential Learning Tasks (SLTs),
successively learning two or more sub-tasks D1, ..., Dk, instead of learning a single
task D [21]. Learning new tasks continuously becomes vital since the number of
classes (activities or users) and the environments of edge applications often change
over time. We adopt a class-incremental learning setup with three scenarios of
increasing complexity (see Section 3.2.1 for detail). Through extensive experiments,
we find that all IL methods perform well in simple scenarios; only iCaRL maintains
strong performance in complex scenarios, primarily due to its use of exemplar samples.
To our knowledge, we are the first to train and implement IL methods to run on
mobile and embedded systems, with the aim to build an end-to-end on-device CL
system and to evaluate trade-offs of studied IL methods in terms of their performance,
storage, and computational costs, as well as the peak memory usage.

• Our analysis shows that iCaRL and GEM require a modest amount of storage, (i.e.,
2 MB–115 MB for 20% - 40% of training samples). However, GEM and EWC-based
algorithms are computationally expensive, with average IL time ranging from 46.3–
2,660 seconds on Jetson Nano. For all other algorithms, it ranged from 8.46–150
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seconds on both Jetson Nano and a smartphone. Moreover, our study shows that
simple deep learning architectures such as one and two-layer long short-term memory
(LSTM) [221] can be trained entirely on the smartphone, thereby ensuring complete
user privacy.

• Based on our findings, we present a series of lessons and guidelines to assist prac-
titioners and researchers in applying continual deep learning to mobile sensing
applications.

Our initial exploration of CL in mobile computing revealed opportunities for further system
optimisations. We identified two main bottlenecks of prior works in applying CL on mobile
and embedded systems. First, it is challenging to enable CL on-device since CL methods
are computationally heavy. Second, exemplar-based methods require storing exemplars,
which can impose a considerable burden on resource-constrained systems.

Moreover, many techniques have been proposed to facilitate efficient ML systems on
resource-constrained devices, as described in Chapter 2. Quantisation and low-bit precision
of model parameters are utilised to reduce the size of the model [48, 176]. Low-rank
factorisation [222, 223] and pruning [164] have been proven effective in reducing model
size, while retaining accuracy (refer to Section 2.3). IL with optimisations that allow its
use on-device, however, has never been explored in the context of audio-based applications.

To address these issues, we developed FastICARL, an end-to-end framework to enable
efficient and accurate on-device IL in two audio sensing applications. FastICARL improves
upon the representative exemplar-based IL method, iCaRL, as we observed that iCaRL
consistently outperforms other IL methods [107, 108]. First, we optimise the construction
process of an exemplar set (which takes most of IL time) to reduce IL time. Second, we
optimise FastICARL by applying quantisation to exemplars to decrease the storage require-
ment. Furthermore, we implement FastICARL on both Jetson Nano and a smartphone,
employing MNN [126] for complete on-device training of new tasks/classes.

Overall, the major contributions and findings of FastICARL are as follows.

• We design, implement, and evaluate FastICARL, which overcomes the limitations of
the prior work.

• FastICARL effectively mitigates the CF issue in audio-based datasets, achieving 69%
and 71% weighted F1-scores for ER and ESC, respectively.

• FastICARL reduces the latency of exemplar set selection by up to 78% on Jetson
Nano and 92% on a smartphone. Moreover, FastICARL decreases the storage
requirement by 2-4 times without sacrificing its performance.

• We demonstrate that FastICARL can enable on-device IL without the support of the
cloud, ensuring complete data privacy as user data does not need to leave the device.
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• To the best of our knowledge, FastICARL is the first end-to-end and on-device
framework that incorporates exemplar-based IL and quantisation techniques in the
context of audio sensing applications. Note that building on our comprehensive
evaluation which identified rehearsal-based methods such as iCaRL often performed
best, we focus on demonstrating FastICARL’s effectiveness within a specific domain
while incorporating one more audio task (ESC) as FastICARL builds directly upon
iCaRL.

3.2 Systematic Study of CL in Mobile Computing

In this section, we conduct our initial systematic investigation of CL in the context of mobile
and embedded system domains. We first introduce the necessary components for systematic
study, our CL framework (Section 3.2.1) and an experimental setup (Section 3.2.2). Then,
we present our results of the comprehensive evaluation of various CL methods, datasets
of multiple modalities, and diverse hardware platforms (Section 3.2.3). Based on these
results, we derive practical guidelines for researchers and ML practitioners interested in
applying CL in real-world applications in mobile computing (Section 3.2.4).

3.2.1 CL Framework for Mobile and Embedded Systems

We now present our framework to comprehensively evaluate the performance of various
IL methods for three mobile and embedded applications (HAR, GR, and ER). We first
explain the continual learning setup and three scenarios adopted in our experiments (§3.2.1).
Then, we present six IL methods evaluated in this work (§3.2.1). We then describe the
hyper-parameters of the LSTM based deep learning model and the different IL methods
(§3.2.1). After that, we propose our novel IL model training process in §14. Next, we
describe the datasets used in this study (§3.2.2). Finally, we provide brief details about
our implementation (§14)

Continual Learning Setup and Three Scenarios

In this work, we focus on Sequential Learning Tasks (SLTs) from the mobile and embedded
systems domain where new classes can emerge over time. Thus, the learning model has to
continuously learn to accommodate new classes without CF, as would happen in real-life
scenarios. Learning tasks of this type, called SLTs, indicates that a model continuously
learns two or more tasks D1, ..., Dk, one after another instead of learning a single task
D once [21]. Figure 3.1 shows an overview of our continual learning system for sensing
applications using HAR as an illustrative example. A user starts with a model containing
a fixed set of classes on their devices which is then incrementally updated over time as
new classes arrives.
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Task	1 Task	2

Base	Model
Activity	1 Activity	2 Activity	M+1Activity	M

...

Base-Model	Training Incremental	Training

Activity	2Activity	1 Activity	M

...
Activity	M+1

Incremental	Model

Figure 3.1: Overview of our continual learning system.

We introduce three scenarios of different levels of difficulties for models to learn continuously
(from easy to difficult scenarios). First of all, inspired by Pfulb et al. [21], we adopt the
SLTs consisting of two tasks: D1 and D2. Hence, Scenario 1 consists of two tasks, where
the first task contains the N − 1 classes, and the second task contains the other one class
(N is the total number of classes). Scenario 2 includes two tasks where the first task
contains half of the classes, N/2, and the second task contains the remainder of the classes.
Finally, Scenario 3 deals with a more realistic situation where many tasks are to be learned
sequentially [128]. In the third scenario, we first train a model in the first task with N/2
classes and then incrementally train the model by adding subsequent tasks with one class
(essentially N/2 + 1 tasks). Unlike the first scenario (which has only N different cases of
task permutations), it is not practical to consider every random permutation of classes to
be included in different tasks for the second and third scenarios. Hence, we consider ten
variations by randomly choosing classes in each task for the last two scenarios. Note that
each task consists of disjoint groups of classes as we adopt class-incremental learning [224].

Incremental Learning Methods

As described in the related work section, various methods exist that can mitigate CF in
IL. We describe them in depth as they form the basis of our exploration. To mitigate CF,
there exist three main categories of IL approaches: (1) Regularization, (2) Replay, and
(3) Replay with Exemplars. We select at least one representative method for each of the
above categories. These methods are the most representative (most cited) methods for IL
and are most often used in machine learning papers for comparison. We now describe the
employed methods.

LSTMs [221]: LSTMs are a type of recurrent neural networks widely used for a sequence
classifier in many applications, specifically for time-series data. We use LSTMs as a base
neural network.

EWC [30]: Elastic Weight Consolidation (EWC) is a regularization based method which
adds a penalty to regular loss function when learning a new task (i-th task), i.e.,

L(θ) = Li(θ) + λ/2
i−1∑
j=0

Fj(Θi −Θ∗
j)

2 (3.1)
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where L(θ) is the total loss, θ is the network’s parameters, Li(θ) is the loss for the new
task, and Θ∗

j are the important parameters of all previous tasks. λ is a hyperparameter
that controls how much importance should be given to previous tasks compared to the
new task. F is the Fisher matrix used to constrain the parameters important to previously
learned tasks to stay close to their old values to retain the knowledge of previous tasks
and to be able to learn new tasks simultaneously.

Online EWC [108]: It is a variation of EWC method where the loss function is represented
as,

L(θ) = Li(θ) + λ/2(Θi −Θ∗
i−1)

2

i−1∑
j=0

Fj (3.2)

Online EWC eliminates the need to store mean and Fisher matrices for each previous task
and only requires the latest mean and running sum of Fisher matrices to calculate the
current task’s total loss.

SI [107]: It is another regularization method which is similar to EWC where the loss
function is calculated in the following way,

L(θ) = Li(θ) + λ
∑
k

Ωi
k(θ∗k − θk)2 (3.3)

where k is the subscript for the parameters of the models, λ is the strength parameter, θ∗k is
the parameter value at the end of the previous task, and Ωi

k represents the per-parameter
regularization strength taking into account all previous tasks, calculated as:

i−1∑
j=0

wj
k

(△θjk)2 + ε
(3.4)

parameter distance △θjk determines how much a parameter moved between tasks during
the entire trajectory of training. ε is the dampening parameter to prevent division by zero
errors. The main difference between SI and EWC is that SI weights importance, wk, is
continuously updated online during training. In contrast, in EWC, the Fisher matrices
(weights importance) are calculated at the end of each task.

LwF [118]: This method relies on adding loss for the replayed data to the loss of the
current task. The replayed data is the input data of the current task which is labeled using
the model trained on the previous tasks to generate target probabilities. The ultimate aim
of the replayed data is to match the probabilities predicted by the model being trained to
the target probabilities (a form of data distillation) and is termed as the loss for replayed
data.

iCaRL [31]: Incremental Classifier and Representation Learning (iCaRL) store data
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from previous tasks (i.e., exemplars) to alleviate the CF problem. The exemplars are a
representative set of the small number of samples from a distribution, and those that can
approximate the average feature vector over all training examples are selected as exemplars
(based on herding [225]). The classification is done based on a nearest-class-mean (NCM)
rule using features extracted from the deep learning model, where the class means are
calculated from the stored examples. When new tasks (classes) arrive, iCaRL creates a new
training set combining the exemplars from all the previous tasks with the data samples
of the new task. Then, the model parameters are updated by minimizing a loss function
which encourages the model to output the correct class for the new task (classification
loss) and to reproduce the scores stored in the previous step for the old tasks (distillation
loss) using data samples from the new training set.

GEM [112]: Gradient Episodic Memory (GEM) stores exemplars from the previous tasks
like iCaRL and solves CF as a constrained optimization problem. A parameter update
while doing IL is made depending on whether it will lead to an increase in loss for the
previous tasks. This is calculated by computing the angle between loss gradient vectors of
stored examples and the proposed parameter update. If the calculation suggests no loss,
then the update is done straight away. Otherwise, the parameter is updated by projecting
gradient in such a way that it will incur a minimal loss for the previous tasks.

Other Baselines: Joint refers to the case when training data is available for all the
classes from the beginning. It is a classic case to train a model with all data at once and
serves as the upper bound in many cases. None refers to the case when no IL method is
applied to solve CF.

Our Contribution: It is worth noting that the above six IL methods are known in the
machine learning literature from a theoretical point of view. Yet, they are not off-the-
shelf methods that can be simply used to any dataset to enable continual learning. As
will be shown in Section 3.2.3, there exist many factors affecting the performance and
applicability of the IL methods in real-world deployment such as the complexity of the
continual learning scenario, resource availability of mobile and embedded devices, and
choice of hyper-parameters. Thus, a distinctive contribution of our work is a comprehensive
evaluation and comparison study of the IL methods in diverse sensing applications and
is to develop an end-to-end and on-device IL framework that can investigate trade-offs
between performance, storage requirements, and latency.

Characterization of Hyper-parameters

We categorize hyper-parameters into three types and IL-method-specific parameters. First
of all, we use architectural hyper-parameters which cannot be changed when learning
new tasks, e.g., the number of hidden layers L and its size S. We then use learning and
regularization hyper-parameters which can be adaptable when learning new tasks. For
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example, a learning rate ϵ and λ term in L2-regularization can be modified during training
over time. We denote the set of hyper-parameters as P .

IL-method-specific parameters: Each IL method has method-specific parameters to
control the behaviors of the model. For example, in regularization-based methods [30, 107,
118, 226], importance parameter λ is often utilized to modulate how much importance
a model puts on previous tasks or a current task. The importance parameter can be
adaptable while learning new tasks in our IL model training process (Algorithm 1). In
addition, in replay with exemplars-based methods [31, 112], the size of the storage budget
is used to balance between storage requirements and the performance of a model. Since
the budget size is difficult to be adaptable after completion of the first task, it is given as
an input in our experimental protocol (Algorithm 1).

Hyper-parameter setting for experiments: We first fix several hyper-parameters
as default values. We set dropout rates for all tasks as 0.2 and 0.5 in input and hidden
layers of a model, respectively [227] and a batch size of 32 with Adam optimizer set to
a default learning rate of 0.001 for task 1 (D1). After that, we vary hyper-parameters
for all models in each dataset. Specifically, in the task 1 (D1), we vary architectural
hyper-parameters as follows: L ⊂ {1, 2}, S ⊂ {32, 64}. In subsequent tasks from task 2 to
k (D2, ..., Dk), we fix architectural hyper-parameters but vary adaptable hyper-parameters
and IL-method-specific parameters as follows: (1) ϵ ⊂ {0.001, 0.0001} for all models, (2)
λ ⊂ {1, 10, 102, 103, 104, 105, 106} for both EWC and Online EWC, (3) γ ⊂ {0.5, 1.0} for
Online EWC, (4) c ⊂ {0.2, 0.4, 0.6, 0.8, 1.0} for SI. We denote varying IL-method-specific
parameters as PIL. For replay-based methods, the losses of the current and replayed data
are weighted according to the number of tasks a model has learned so far by following [224].
We define the budget size, B ⊂ {1%, 5%, 10%, 20%}, as a percentage of the total training
samples rather than as a fixed number because the number of samples for each dataset is
different.

Model Training Process

We extend protocol [21] to incorporate multiple tasks up to task k (D1, ..., Dk) in an
incremental manner based on our characterization of hyper-parameters and IL-method-
specific parameters. Algorithm 1 describes our protocol in which we only utilize training
data of a current task j (≤ k) for model learning and test data of previously learned tasks
up to task j for evaluation.

Given an SLT consisting of D1, D2, ..., Dk and a model m, the goal is to find a vector of
hyper-parameters p∗ which produces the best performance q after incrementally training
all tasks up to task k. For the first step, we find the best performing hyper-parameters
in task 1 (D1) by searching among the set of architectural hyper-parameters (lines 1-5
in Algorithm 1) and update the model mp∗ with the found hyper-parameters (line 6).
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Algorithm 1: IL model training process to determine the best model by incrementally
learning tasks up to task k

Input: Tasks D1, ..., Dk, model m, budget B, epochs E
Input: The number of hidden layers L, Hidden layer size S
Input: IL-method-specific parameters PIL, learning rate ϵ
Output: The best model with hyper-parameter vector p∗

1 for p ∈ (L ∪ S) do
2 for t = 1, E do
3 Train model m1 using training set of D1 with p
4 Test model m1 using test set of D1

5 Store performance q1,t

6 Update the model m1,p∗ with max q1
7 for p ∈ (PIL ∪ ϵ) do
8 Initialize model m2 with m1,p∗

9 for j = 2, k do
10 for t = 1, E do
11 Train model m2 using training set of Dj with p

12 Test model m2 using test set of ∪j
l=1Dl

13 Store performance qj,t

14 Update the model mk,p∗ with max qk

The next step is to find the best model by searching among the set of learning hyper-
parameters and IL-method-specific parameters in subsequent tasks from task 2 to k (lines
7-13). Finally, we select the best model which shows the highest performance based on test
sets after incrementally trained up to task k (line 14). Note that to facilitate the extensive
experiments performed in our study and to make a fair comparison among the IL methods
(Section 3.2.3), we first identify the best architectural hyper-parameter (from L ⊂ {1, 2}
and S ⊂ {32, 64}) and then use the found hyper-parameter across the different IL methods.
The final LSTM architecture we used for each dataset is reported in Table 3.1.

Implementation

We implemented our continual learning framework on Nvidia Jetson Nano and OnePlus
7 Pro smartphone (with Qualcomm SM8150 Snapdragon 855) platforms. All the IL
algorithms were explored on Nano GPU, and we used PyTorch 1.1 to implement the
framework. Keeping in mind that Scenario 3 is the most practical continual learning
scenario and iCaRL is the best performing IL approach, we only implemented iCaRL
for Scenario 3 on the smartphone’s CPU (as an Android app) using the DeepLearning4j
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Table 3.1: Overview of the employed datasets.

Application Dataset Dimension # Train Data # Test Data # Classes Layer/Size

HAR
HHAR 20 × 120 59,403 7,721 6 2/64

PAMAP2 33 × 52 35,263 5,209 12 1/64
Skoda 33 × 60 10,047 1,193 10 1/64

GR
Ninapro (Per Subject) 40 × 12 3,118 639 10 1/64

Ninapro (LOUO) 40 × 12 30,488 3,759 10 1/64

ER EmotionSense 20 × 24 2,011 224 14 2/64

library. The smartphone app size is 134 MB. We choose CPU on the smartphone as it
provides an upper bound on the performance of any system and is more challenging to
implement. We envisage that if a system can work (or at least feasible) on a CPU, then
it would be much easier and faster to run similar systems on accelerators such as GPU.
When working on a dataset, we first loaded the training data pertaining to all the tasks in
the memory to make the continual learning process work faster. As a limited amount of
memory is allocated to each Android app, we set large heap property in the app to True to
use larger heaps for our app. We still encountered memory issues, especially when working
with large datasets such as Skoda, which we solved by using memory-mapped files.

In addition, we employ a weighted F1-score which is more resilient to class imbalances as
the employed datasets (see §3.2.2 for details) are not balanced [33, 228]. As in [229], we
applied a weighted loss to all evaluated methods by estimating the inverse class distribution
which gives more importance to the loss of a class with fewer samples. Also, as deep
learning models can overfit to small datasets such as EmotionSense, with our framework,
we experimented with shallow and deep neural network architectures and found that deep
architectures show marginal improvement over shallow architectures, indicating that the
overfitting is not an issue.

3.2.2 Experimental Setup

Before we present the findings of this work in Section 3.2.3, we describe an experimental
setup for conducting a comprehensive evaluation of three continual learning schemes
in mobile and embedded sensing applications. We first describe six datasets in three
different sensing applications (§3.2.2) and evaluation metrics adopted for systematic
comparison of the IL techniques and their trade-offs between system aspects (e.g., storage
and computational costs) (§3.2.2).

Datasets

We focus on three sensing applications (e.g., HAR, GR, and ER) as they are some of the
most popular applications in mobile sensing. Table 3.1 shows the overview of the employed
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datasets.

Human Activity Recognition (HAR): For the HAR application, we used three
datasets: (1) HHAR [228], (2) PAMAP2 [230], and (3) Skoda [231]. These datasets contain
many real-life activities (e.g., walking, sitting, and cycling) obtained using Inertial Motion
Units (IMUs), which contain accelerometer, gyroscope, and magnetometer data of mobile
and wearable devices. We next present the detailed summaries of the three datasets.

1. HHAR: This dataset considers six different daily activities of users The data was
recorded from nine participants, where they followed a scripted set of activities with
eight smartphones and four smartwatches of different brands and models. Having
various devices for recording makes HHAR an excellent benchmark to study the
heterogeneity of HAR (i.e., sensor biases, sampling rate heterogeneity, and sampling
rate instability). We follow the preprocessing steps as proposed by Yao et al. [232].
Raw measurements of both accelerometer and gyroscope are segmented into 5-second
samples. Each sample is divided into time intervals of 0.25s. After that, we apply
a Fourier transform to each time interval. It produces d× 2f dimensional vectors
per time interval, where d is the dimension for each measurement and f is the
frequency with magnitude and phase pairs, resulting in 120 dimensions. We adopt
leave-one-user-out (LOUO) for evaluation [232]. One user (i.e., the first participant)
is used for testing, and the remaining users are left for training.

2. PAMAP2: In this dataset, nine subjects carried out various daily living activities
and sportive exercises. IMU data (accelerometer, gyroscope, magnetometer), heart
rate, and temperature data were recorded from body-worn sensors attached to the
hand, chest, and ankle. The resulting dataset has 52 dimensions, and more than 10
hours of data were collected. We follow a preprocessing protocol used by Hammerla
et al. [33]. The sensor data are downsampled to 33Hz. After that, all samples are
normalized to zero mean and unit variance. Also, to be consistent with the previous
works [8, 33, 233], we use runs 1 and 2 from the sixth participant for testing and the
remaining data for training.

3. Skoda: This dataset contains the activities of assembly-line workers in a manufac-
turing scenario. One subject wore 20 3D accelerometers on both arms. Following
the preprocessing steps [8, 84], we employ raw and calibrated data from ten ac-
celerometers placed on the right arm, resulting in input data of 60 dimensions. The
data are downsampled to 33Hz and normalized to zero mean and unit variance. For
experiments, the last 10% of each class is used as the test data and the remaining as
the training data. Note that Skoda consists of one subject, i.e., subject dependent
evaluation.

Gesture Recognition (GR): We employ the Non Invasive Adaptive Prosthetics (Ni-
napro) database [234] for the GR application in our experiments as it consists of surface
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electromyography (sEMG) signals and thus can provide different sensor modalities than
IMU sensors present in HAR datasets.

1. Ninapro (Per Subject): This dataset is widely used in research on hand movement
recognition applications. We employ Ninapro Database2 (DB2) in this study. It
includes sEMG data recordings from 40 subjects while performing several repetitive
gestures such as wrist movements, grasping and functional movements, and force
patterns. Following, Li et al. [235], we select ten types of hand gestures commonly
used in daily life. After that, we downsample the sEMG data to 200 Hz and normalize
them to zero mean and unit variance. We used a sliding window size of 200 ms
with a 50% overlap [47, 114]. We select a subject who has the most amount of data
samples for subject dependent (i.e., per subject) evaluation. After that, we use the
fifth repetition for a test set and the remainder for training.

2. Ninapro (LOUO): To have a consistent evaluation with the HAR application, we
adopt the LOUO evaluation for the GR application using the Ninapro dataset. We
select the top ten subjects having more data samples than others. After that, we
use a subject with the least data samples for testing and the remainder for training.
The preprocessing steps are the same as in Ninapro (Per Subject).

Audio Sensing Task: We select Emotion Recognition (ER) since it is one of the most
widely adopted audio sensing tasks. We employ the EmotionSense dataset [15] which was
collected by recording human participants’ emotions as well as proximity and patterns of
conversation using an off-the-shelf smartphone. This dataset has been used in multiple
studies to understand the correlation and impact of interactions and activities on the
emotions and behaviour of individuals in various settings [236][69][12].

1. EmotionSense: This dataset contains audio signals which represent 14 different
emotions. In the EmotionSense dataset, each measurement corresponding to a
particular emotion (or class) is based on a 5-second context window. Following
Georgiev et al. [101], we extract 24 log filter banks [237] from each audio frame over
a time window of 30 ms with 10 ms stride. Each sample contains 500*24 = 12,000
features where 1–24 features are filter banks from the first 10 ms, and 25–48 features
are filter banks for the next 10 ms and so on. After that, as our preprocessing
steps, we downsample each sample measurement by averaging corresponding 24 filter
banks of every 250 ms (or 25 consecutive windows) without any overlap to reduce
the length of the input sequence for a learned neural network. We normalize each
window to zero mean and unit variance.

Evaluation Metrics

We consider how much an IL method forgets previous tasks and learns new tasks after
it was trained from task 1 to k to assess the actual performance of IL methods [110] by
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considering the following metrics.

Average Performance Measure (A): We denote the performance measure of a model
on the j-th task (j ≤ k) as ak,j ∈ [0, 1] after the model is trained from task 1 to k. The
average performance measure at task k is defined as follows:

Ak =
1

k

k∑
j=1

ak,j (3.5)

The output space consists of ∪kj=1y
j, and ak,j is based on a weighted F1-score in this

work. Note that ak,j can be used to indicate an accuracy, proportion of correctly classified
activities or gestures.

Forgetting Measure (F): The forgetting measure provides an estimate of how much a
model forgets about the task given its present state. The forgetting for the j-th task after
the model has been trained up to task k > j can be quantified as:

fk
j = max

l∈1,...,k−1
al,j − ak,j, ∀j < k (3.6)

The average forgetting at k-th task is denoted as Fk = 1
k−1

∑k−1
j=1 f

k
j by normalizing the

number of tasks seen previously. The lower the Fk, the less forgetting on previous tasks.

Intransigence Measure (I): Intransigence is defined as the inability of a model to learn
new tasks. To quantify the inability to learn, the joint model, often considered upper
bound, which has access to all the datasets seen so far (∪kl=1Dl) is compared and its
performance is denoted as a∗k. We then denote the intransigence for the k-th task as:

Ik = a∗k − ak,k (3.7)

where ak,k represents the performance of a model on the k-th task trained up to task k.
Lower Ik implies that a model performs as close as a joint model or performs even better
than the joint model when intransigence is negative (Ik < 0). Note that we use ak,k and
Ik as the main performance indicators of a model since we are interested in the current
performance of the model on all learned tasks from 1 to k.

Note that in addition to the metrics mentioned above, we also report storage and latency
required to execute each IL method.

3.2.3 Findings

We now present the results of our evaluation. Firstly, we compare the performances of
different IL methods on HAR, GR, and ER tasks using two basic scenarios (Scenario 1
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and 2) in §3.2.3. Then, we study the performance of IL methods for Scenario 3 in §3.2.3.
We examine the generalizability of IL methods across different datasets (§3.2.3). Then, we
discuss the trade-offs of IL methods with respect to the storage, computational costs, and
memory footprint. (§3.2.3). Finally, in §3.2.3, we investigate the effect of iCaRL specific
parameters on the performance.

Performance on Simple and Mildly Difficult Tasks

We show the best average weighted F1-scores across all runs for different IL methods for
Scenario 1 and 2 for different datasets in Figure 3.2 and Figure 3.3, respectively. The white
part in the figure shows performance on Task 1, and the grey part shows performance for
Task 2. For HAR and GR applications, the results of iCaRL/GEM with the budget size of
20% are shown in Figure 3.2 and Figure 3.3 since the models with the budget size of 20%
show the best performance. Then, for the ER application, the results of iCaRL/GEM with
the budget size of 40% are shown since the EmotionSense dataset has the least number of
training samples, requiring more budget size in ER than the other two applications.

The results show that without any IL method (None), the performance drops sharply as
soon as a new task is encountered. The decline in performance is as drastic as 60% in both
scenarios. iCaRL provides the best performance in Scenario 1, which stays very close to
the performance obtained with the joint model. It is because iCaRL stores representative
exemplars and relies on a nearest-class-mean (NCM) rule that is robust against changes in
the data representation [31]. In fact, all the IL methods effectively solve the CF problem
and achieve comparable performance to the joint model (between 5% and 15%) after only
running for a few epochs (5 or less in many cases). One can conclude that, in general, the
existing IL methods we analyzed can solve the CF issue on mobile and embedded sensing
applications for simple scenarios.

However, the same cannot be said for the performance in Scenario 2. Except iCaRL, none
of the other methods seems to solve the CF issue for the mildly complex scenario (i.e.,
Scenario 2). The performance drop is up to 60% when the performances between IL
methods and the joint model are compared. iCaRL remains the best performing method
with its weighted F1-score close to that of the joint model (within 10%). GEM performs
the second-best (within few epochs) on HAR datasets while EWC performs well for GR
and ER datasets. Although GEM is a replay with exemplars-based approach like iCaRL,
it never matches the performance of iCaRL due to its reliance on using gradients and
not the actual examples themselves. Another reason might be that iCaRL selects best
examples to be stored based on herding (a sort of prioritization), while GEM employs
selecting examples randomly which can be less informative. A regularization-based method
such as SI and a replay only approach such as LwF perform poorly across all datasets.
The weighted F1-score degrades roughly 40–50% of what can be achieved by the joint
model. As indicated by [238], the performance of LwF significantly decreases when the
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Figure 3.2: The performance comparison of the five IL methods including two baselines in
Scenario 1 on each dataset.

model learns a sequence of tasks drawn from different distributions. In other words, when
tasks learned by LwF are not sufficiently related, enforcing the new model to give similar
outputs for the old task may hurt the model’s performance. SI relies on the weight changes
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Figure 3.3: Performance comparison in Scenario 2.

in a batch gradient descent which can overestimate the importance of the weights and
thereby leads to lower performance.

Note that iCaRL employs a different way (i.e., NCM rule) to classify data samples (perform
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inference) than other methods (including None and Joint) which use cross-entropy based
classification. Also, for GEM, it minimizes the loss on the current task by using inequality
constraints, avoiding its increase but allowing its decrease. Therefore, iCaRL and GEM
can obtain different weighted F1-scores than the other methods in task 1. Otherwise,
ideally one would assume all methods (e.g., None, EWC, SI, LwF in our study) to get the
same performance in the first task as it only involves learning a baseline LSTM model
without any IL. Also worth mentioning is that initially (especially task 1) IL methods can
achieve higher weighted F1-scores than the joint model. It is because their performance is
based on classifying the smaller number of classes than the joint model, where all classes
need to be classified from the first epoch.

Performance on Many Sequential Tasks

Figure 3.4 shows results for Scenario 3. Recall that Scenario 3 presents the case when
classes are added one by one to an already existing deep learning model, which will happen
in real-life scenarios and is the most challenging task for any IL method. Note that this
graph is shown differently than the graphs for Scenario 1 and 2 (epoch based) as in epoch
based graph, we would have only two data points to show as there were only two tasks.
In Scenario 3 the number of tasks will be N/2 + 1 for N classes. Without the IL method
(None), CF happens, and the weighted F1-score almost always lies between 0%–10%.
iCaRL is the best method and appears to solve the CF issue for the challenging third
scenario. Its performance is nearly equal to the joint model in most of the cases. All other
methods do not solve the CF issue, and the performance suffers severely as more tasks are
added to the system especially with LwF and SI.

Generalization

Table 3.2 shows the results in a summarized way for all the datasets and IL methods
evaluated in our study. Ak refers to average performance on all tasks while ak,k shows the
weighted F1-score at the end of learning all tasks. Fk tells us how good an IL method
is in retaining old knowledge about previous tasks. Whereas Ik means how much an IL
method is good at learning new tasks. Note that the higher the values of Ak and ak,k, the
better the model is. However, for Fk and Ik, a low value indicates a better model since
low Fk and Ik means that the model forgets knowledge of previous tasks less and performs
as close as a joint model, respectively. iCaRL is one of the best-performing methods on
all metrics across all datasets. iCaRL can learn new classes (tasks) while retaining old
knowledge and maintain high performance even in the most challenging scenario. Given
that small errors are allowed when performing HAR, GR and ER, iCaRL alleviates the
issue of CF to a large extent. The same is not true for all other IL methods. Although
LwF allows previous knowledge to be largely retained (low F value), it does not learn
new tasks easily and thus has low performance in general. SI is neither good at learning
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Figure 3.4: The performance comparison in Scenario 3. All reported results are averaged
over 10 trials, and standard-error intervals are depicted.

new tasks (high I) nor at remembering old knowledge (high F ). EWC and online EWC
offer a decent alternative to iCaRL without needing extra storage on-device but at the
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Table 3.2: Average performance of different methods in all scenarios on HAR, GR, and
ER.

Scenario Methods HAR GR ER

Ak Fk ak,k Ik Ak Fk ak,k Ik Ak Fk ak,k Ik

1

None 0.55 0.35 0.54 0.36 0.22 0.29 0.20 0.32 0.47 0.11 0.44 0.16
EWC 0.88 0.01 0.86 0.03 0.49 0.01 0.47 0.05 0.60 0.01 0.58 0.03

SI 0.85 0.03 0.81 0.07 0.45 0.04 0.42 0.10 0.57 0.01 0.54 0.07
LwF 0.84 0.02 0.79 0.10 0.47 0.02 0.44 0.09 0.57 0.01 0.54 0.07

iCaRL 0.89 0.01 0.88 0.01 0.51 0.01 0.49 0.03 0.57 0.02 0.56 0.05
GEM 0.88 0.01 0.87 0.02 0.46 0.03 0.43 0.09 0.57 0.01 0.54 0.06

2

None 0.30 0.76 0.41 0.48 0.20 0.48 0.23 0.29 0.27 0.45 0.27 0.34
EWC 0.77 0.06 0.65 0.24 0.47 0.06 0.35 0.17 0.55 0.01 0.39 0.22

SI 0.64 0.26 0.60 0.29 0.31 0.31 0.29 0.23 0.38 0.27 0.32 0.29
LwF 0.70 0.03 0.48 0.41 0.45 0.06 0.31 0.21 0.52 0.04 0.35 0.26

iCaRL 0.89 0.05 0.86 0.03 0.53 0.09 0.51 0.02 0.57 0.07 0.53 0.08
GEM 0.77 0.13 0.71 0.18 0.39 0.19 0.31 0.21 0.51 0.08 0.37 0.24

3

None 0.22 0.21 0.10 0.79 0.09 0.17 0.05 0.48 0.18 0.16 0.12 0.49
EWC 0.75 0.01 0.56 0.34 0.44 0.01 0.31 0.21 0.46 0.01 0.30 0.49

Online EWC 0.72 0.03 0.59 0.30 0.44 0.01 0.30 0.22 0.45 0.01 0.30 0.31
SI 0.59 0.10 0.42 0.47 0.32 0.07 0.22 0.31 0.42 0.02 0.24 0.36

LwF 0.53 0.06 0.34 0.55 0.20 0.08 0.12 0.40 0.29 0.11 0.18 0.43
iCaRL 0.86 0.01 0.79 0.10 0.53 0.01 0.45 0.07 0.62 0.12 0.48 0.13
GEM 0.70 0.07 0.57 0.32 0.33 0.08 0.22 0.31 0.33 0.02 0.16 0.44

- Joint - - 0.89 - - - 0.52 - - - 0.61 -

expense of lower performance than iCaRL. The overall takeaway is that iCaRL can enable
a system to learn incrementally (continuously) in the mobile and embedded sensing domain
(if storage is not such a constraint on a device).

Storage, Latency, and Memory Footprint

Storage: We report the storage overhead of each IL method, as shown in Table 3.3. We
first specify the mathematical formulas used to calculate the overall storage requirements of
each IL method to show how much storage the IL method needs with respect to the number
of tasks (T ) added, the model parameters (M), and the budget size (B). This point would
help practitioners and researchers easily understand how much storage overhead occurs
when they want to deploy their models with a particular IL method. First of all, LwF
requires no extra storage other than the storage needed to store the model parameters
(M). Then, SI requires a running estimate (wk), the cumulative importance measures
(Ωi

k), and reference weights (θ∗k) of importance weights of the current task. EWC stores
Fisher matrices and means for each task. Unlike EWC, Online EWC is only required to
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Table 3.3: Storage requirements of IL methods. M refers to the number of model
parameters, T represents number of tasks and B is the storage budget.

Category Method Required Storage

Reg-based
EWC 2×M× T

Online EWC 2×M
SI 3×M

Replay-based LwF M

Replay+Exemplars
iCaRL M+ B
GEM T ×M+ B

Table 3.4: Storage requirements of IL methods for all datasets - Scenario 3. Units are
measured in MB.

IL Method HHAR PAMAP2 Skoda Ninapro
(Per Subject)

Ninapro
(LOUO)

Emotion
Sense

EWC 2.601 3.599 3.177 2.587 2.587 3.663
Online EWC 0.650 0.514 0.529 0.431 0.431 0.458

SI 0.975 0.771 0.794 0.647 0.647 0.687
LwF 0.325 0.257 0.265 0.216 0.216 0.229

iCaRL (1%) 5.990 2.676 1.051 0.270 0.805 0.257
iCaRL (5%) 28.838 12.341 4.187 0.512 3.190 0.407
iCaRL (10%) 57.350 24.421 8.179 0.805 6.179 0.607
iCaRL (20%) 114.374 48.658 16.162 1.410 12.141 0.981
iCaRL (40%) - - - - - 1.755
GEM (1%) 6.989 4.205 2.350 1.351 1.884 1.862
GEM (5%) 29.817 13.874 5.537 1.583 4.278 2.016
GEM (10%) 58.372 25.996 9.532 1.884 7.274 2.217
GEM (20%) 115.444 50.240 17.476 2.485 13.266 2.603
GEM (40%) - - - - - 3.374

store one Fisher matrix and running means across tasks. Thus, the required storage for
Online EWC does not increase as the number of learned tasks increases. Similar to LwF,
iCaRL also requires the previous task model for knowledge distillation. For GEM, it stores
the gradient of the exemplar set for each learned task. As both iCaRL and GEM rely on
stored examples, their storage demands are mainly driven by the number of examples to
be stored (i.e., budget size, B).

Numerical model sizes (i.e., M+ B) are shown in Table 3.4 for all the employed datasets
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in Scenario 3. Note that we do not add tables containing the results of Scenario1 and 2
due to the page limit. However, by reporting the results of Scenario 3 where the storage
requirements of various IL methods are greater than or equal to those of Scenario 1 and
2, we aim to present the upper bound of the required storage. Besides, the reported
numerical sizes of storage requirements in Table 3.4 are based on IL methods with the
largest model in our experiments (i.e., number of LSTM layers (L = 2) and the number
of hidden units (S = 64)) to capture the upper bound to practically operate IL methods
on embedded and mobile devices. Here we take the Skoda dataset to further explain our
findings as it represents an ideal use case scenario where IL methods need to be applied
to personal mobile devices (single-user scenario with modest dataset size). In the Skoda
dataset, replay with exemplars methods such as iCaRL and GEM requires at most around
17 MB, and other IL methods have even smaller storage requirements. For EmotionSense
dataset where we use up to 40% budget, iCaRL needs less than 2 MB, and GEM needs
less than 3.4 MB at most. Even with the largest dataset of HHAR in our experiments,
the storage requirements are constrained within less than about 115 MB, which falls well
within the storage capacity of modern embedded devices and smartphones. Many modern
mobile and embedded devices already support a large amount of storage (in order of GBs).

In summary, the amount of storage required to practically enable continual learning on
many modern edge platforms such as Nvidia Jetson or Raspberry PIs and smartphones is
not excessive, as evident from Table 3.4. Note that tuning appropriate parameters in the
IL method would still allow IL to perform effectively, i.e., ensuring good performance with
a reasonable budget size (discussed in §3.2.3).

Latency: The average training and incremental learning time to execute different IL
methods are illustrated in Table 3.5 for all the employed datasets in Scenario 3 on Jetson
Nano2 which is an edge platform having four cores, 4 GB RAM and a GPU and often used
in mobile robotics and can be used in tablets. Training time represents the usual training
time involved in learning a neural network including updating weights, back-propagation,
etc. GEM is computationally the most expensive. On small datasets of Ninapro (Per
Subject) and EmotionSense, IL time is around 57.3-85.2 seconds. Then, on the largest
dataset of HHAR, IL takes up to 2,660 seconds. It is because gradient computation over
previous tasks is computationally expensive. Also, EWC and Online EWC show high IL
time, taking over 1,213 seconds in HHAR. This is surprising as EWC is a simple method.
However, the time complexity comes from calculating and updating the Fisher matrices,
which is a computationally expensive process, after every task. SI (mostly relying on
running estimates) and LwF (replay only, calculating distillation loss) are two of the
top three fastest IL methods but come at the peril of very low accuracy, making them
unsuitable for IL in mobile and embedded applications. iCaRL, the best performing IL

2By reporting the results of Scenario 3 where the latency of IL methods is greater than or equal to
that of Scenarios 1 and 2, we aim to capture the upper bound of the latency.
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Table 3.5: Average Latency (Training Time/IL Time) in seconds for IL methods on
different datasets - Scenario 3 on Jetson Nano.

IL Method HHAR PAMAP2 Skoda Ninapro
(Per Subject)

Ninapro
(LOUO)

Emotion
Sense

EWC 672/1213 329/599 120/170 173/73.1 251/558 159/67.8
Online-EWC 651/1188 291/570 105/162 148/60.2 225/539 131/46.3

SI 717/144 336/55.3 118/18.0 146/22.1 269/47.1 123/22.4
LwF 660/88.6 362/70.0 113/15.7 150/19.4 284/58.5 128/14.2

iCaRL (1%) 906/76.2 268/36.3 113/13.6 141/12.9 265/32.4 117/8.46
iCaRL (5%) 928/93.0 269/44.2 131/16.6 147/15.1 244/38.3 118/8.80
iCaRL (10%) 896/109 302/54.7 149/19.3 130/13.2 235/43.6 119/10.5
iCaRL (20%) 924/150 299/71.7 123/19.1 149/16.5 228/57.1 130/11.0
iCaRL (40%) - - - - - 111/11.9
GEM (1%) 607/385 262/275 86.6/53.4 117/57.3 196/170 102/70.2
GEM (5%) 1085/1012 289/377 92.3/65.7 119/61.9 219/224 105/81.6
GEM (10%) 1529/1521 379/624 94.2/70.1 122/71.6 295/380 104/76.6
GEM (20%) 2641/2660 576/1247 132/142 124/85.2 454/656 102/72.2
GEM (40%) - - - - - 106/83.5

method, is also very fast and takes only a few seconds (e.g., 8.46–16.5 seconds) in the
Ninapro (Per Subject) and EmotionSense datasets to complete. In the HHAR dataset, the
average latency of IL time of iCaRL with the largest budget size (i.e., 20%) is relatively
small of 150 seconds compared to its training time (i.e., 924 seconds) and the IL time of
EWC (i.e., 1,213 seconds) and GEM (i.e., 2,660 seconds). In reality, most of the time is
taken by actual training (except EWC and Online-EWC), which depends on the number
of epochs to be performed and is independent of the IL method. Across scenarios, we
observe that the average training time can range from one to 15 minutes in general (except
GEM).

Having realized that iCaRL is the most promising method in terms of accuracy and
latency, we wanted to check if iCaRL can also effectively work on modern smartphone
CPUs. For this, we have implemented iCaRL on OnePlus 7 Pro for three datasets: Skoda,
Ninapro (Per Subject), and EmotionSense as they represent datasets where IL needs to
be applied to personal mobile devices (single-user case) and Scenario 3 (most practical
scenario). The smartphone has eight cores and 12 GB of RAM. To reiterate, we used
DeepLearning4j library to implement iCaRL. The smartphone app size is 134 MB. The
results are shown in Table 3.6. Similar to Jetson Nano, iCaRL takes minimal time (0.5–212
seconds) for all the tasks for every dataset. This does not only mean that IL is feasible on
modern smartphones but even if a very high number of tasks are to be learned even in the
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Table 3.6: Average Latency (Training Time/IL Time) in seconds for iCaRL on three
datasets - Scenario 3 on Smartphone.

IL Method Skoda Ninapro
(Per Subject)

EmotionSense

iCaRL (1%) 4400/9 1956/1.28 1568/0.5
iCaRL (5%) 3894/29 1974/3 1388/1.91
iCaRL (10%) 3869/72 2312/4.5 1535/2.6
iCaRL (20%) 3902/212 2008/5.1 1517/4.7
iCaRL (40%) - - 1506/8.1

most challenging scenario, iCaRL can do end-to-end IL in a few minutes. The training
time slows down the whole process and ranges from 20–75 minutes on the CPU of the
smartphone for different datasets. Also note that the training time taken by the tasks
after the first task (actual incremental tasks after the initial model is trained) is very
small: one to four minutes. This is a relevant result as one can train a baseline model
on a powerful machine first and can then move it to a mobile and embedded device to
learn incrementally over time. Regardless, we show that the complete incremental learning
process can still be done entirely on the smartphone CPU, especially given that the phone
can be charged overnight. This is an interesting result as this suggests that our continual
learning framework can be deployed on a smartphone CPU. It is also encouraging because
the performance can be further improved by exploiting GPU and NPU once support for
training them programmatically starts to emerge.

Memory footprint: We further examine the peak memory usage of iCaRL with its
largest budget size of 20-40% on all the datasets to evaluate whether or not it can fit
the tight memory budget of Jetson Nano. The peak memory overheads of running the
end-to-end IL range from 196 MB for our smallest dataset of EmotionSense to 1,194 MB
for our largest dataset of HHAR, when the CPU is used for IL. Then, when we use GPU
for running iCaRL, it incurs 1,782-2,127 MB peak memory and requires an additional
swap space of 750-3,523 MB. Note that we report the upper bound of the peak memory
usage to understand the memory resource requirements of IL methods. Also, the memory
overheads can be mitigated by using a smaller batch size and budget size that can fit into
resource availability of a target resource-constrained device. Furthermore, we observed
that the latency reduction using GPU over CPU is largely consistent between 80-86%,
indicating that the swap space has minimal impacts on the speed-up of the IL using GPU
compared to using CPU on Jetson Nano. This result confirms that IL in the mobile and
embedded sensing domain is applicable on resource-constrained devices within a reasonable
memory overhead.
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Figure 3.5: The parameter analysis of the best performing model, iCaRL, in all tasks
(HAR, GR, and ER) for all scenarios according to its storage budgets. Reported results
are averaged over 10 trials. Standard-error intervals are depicted.
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Performance with IL parameters

We study the importance of the storage budget parameter for iCaRL as it is the best
performing IL method. Figure 3.5 shows the weighted F1-score with changing storage
budgets of 1%, 5%, 10%, and 20% of total training samples (up to 40% storage budget for
the case of ER). In general, more samples are needed to avoid CF as the complexity of the
scenario increases. In Scenario 1, only 1% of total samples are needed to achieve similar
performance as the joint model. Moreover, in Scenario 2 and 3, the results show that the
budget size of 5% is enough to achieve the high performance which is quite close to that
of the joint model, although the difficulty of the task increases compared to Scenario 1.
In contrast, 10% of samples are required to achieve near joint model’s performance (i.e.,
upper bound performance) in the most challenging setup (Scenario 3).

Note that the performances of iCaRL with the budget size of 5% are often very close
to those of iCaRL with budget sizes of 10%, 20%, and 40%. This result indicates that
iCaRL enables us to achieve close to the performance of the joint model without requiring
excessive storage (less than 30 MB in all datasets in our experiment when a budget size
is 5%). Specifically, the required storage of iCaRL with 5% budget size for each dataset
(HHAR, PAMAP2, Skoda, Ninapro (Per Subject), Ninapro (LOUO), and EmotionSense
corresponds to 28.84, 12.34, 4.19, 0.51, 3.19, and 0.41 MB, respectively. This is an
interesting finding, making iCaRL a good candidate to perform IL on many embedded
devices and smartphones with reasonable storage as only a few samples are required to be
stored.

3.2.4 Discussion

We discuss the potential guidelines (G) for researchers and practitioners in the mobile and
embedded systems community based on our findings of this work. The readers should take
our results and guidelines with a pinch of salt as we did not compare all the existing IL
methods due to reasons mentioned earlier (Section 3.2.1) and these findings are based on
a few prominent IL methods we analyzed in our study.

(G1): If storage is not an issue on the device, one can choose to use the iCaRL method
since it performs best across all datasets in different sensing applications. As many
modern computing platforms including smartphones and embedded devices have
large storage capacity, the issue of storing a proportion of training samples can be
minor. iCaRL is also not very computationally expensive on the modern embedded
devices and the smartphone. Also, the process can be sped up by using GPUs,
although it incurs higher peak memory than CPUs.

(G2): GEM, although being a replay with exemplars-based method like iCaRL, should not
be preferred over iCaRL as its performance remains inferior to those of iCaRL. Also,
GEM is computationally expensive as well as requires more storage than iCaRL.
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(G3): In a severely resource-constrained environment, EWC and Online EWC can be a
reasonable alternative to iCaRL since these methods require less additional storage.
Although EWC is a computationally expensive method, the computational cost can
be manageable as the IL process is only performed once per task. One can reduce the
number of samples used to compute Fisher matrices, which account for the majority
of the IL time.

(G4): LwF and SI should be avoided as they offer minimal protection against CF on mobile
sensing applications.

(G5): Suppose the available resources such as storage are constrained on the device.
In that case, we suggest using iCaRL with a budget size of 1%–5% of training
samples as using a higher budget size does not always provide enough benefits if
the training dataset size is large (HHAR PAMAP2, and NinaPro (LOUO)). On the
other hand, for datasets having smaller training sizes such as Ninapro (Per Subject)
and EmotionSense datasets, having a higher budget of 20%–40% helps to a large
extent.

3.3 FastICARL

Drawn from our initial investigation above, we identified the bottlenecks of applying CL
on resource-constrained devices. In particular, CL methods are computationally heavy,
making it difficult to be deployed on resource-limited mobile and embedded platforms.
In addition, the exemplar-based method such as iCaRL achieves high accuracy while it
requires storing exemplars which impose resource overheads on-device.

In this section, we propose an efficient CL method, FastICARL, that minimises the
computationally heavy CL procedure to reduce the end-to-end latency of CL and employs
the quantisation scheme to reduce the burdens of storing exemplars (Section 3.3.1). After
that, we present the results to demonstrate the effectiveness of FastICARL in terms of CL
performance, end-to-end latency, and storage requirements (Section 3.3.2).

3.3.1 Methodology

We first formulate our problem and then propose our CL method, FastICARL.

Problem Formulation

We focus on Sequential Learning Tasks (SLTs) [21] from the audio sensing tasks, where
new classes (e.g., different sounds in ESC) can emerge over time. In this section, we employ
the third scenario detailed in Section 3.2.1 as it is practical and challenging. Formally, we
are given training samples, X1, X2, ...,, where Xy is a set of samples of class y. Inspired by
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Algorithm 2: Construction and quantisation of exemplar sets for iCaRL/FastICARL

Input: Feature Extractor F(), The number of exemplars to be stored m,
Quantisation bit b, IL method

Output: Quantised Exemplar set Q
Data: X = {x1, ..., xn} of class y

1 µ← 1
n

∑n
i=1F(xi) // calculate class mean

/* find m exemplars out of n samples */

2 if IL method is ICARL then
3 for k = 1, ...,m do

4 pk ← argmin
x∈X

∥∥∥µ− 1
k
(F(x) +

∑k−1
i=1 F(pi))

∥∥∥
5 if IL method is FastICARL then

/* calculate feature distance between each sample and class mean */

6 for i = 1, ..., n do
7 di = F(xi)− µ

/* build max heap with size k */

8 create max heap H of pair {d, index}
9 for k = 1, ...,m do

10 H.insert( dk, k )

/* loop over the remaining samples while updating the max heap */

11 for k = m + 1, ..., n do
12 if dk < H.extractMaxDist() then
13 H.pop() // delete one item from H

14 H.insert( dk, k )

/* build a sorted exemplar set P */

15 for k = m, ..., 1 do
16 i← H.extractMaxDistIndex(), H.pop()
17 pk ← xi

18 for k = 1, ...,m do
19 qk ← Quantise(pk, b)

20 Q← (q1, ..., qm) // Quantised exemplar set

prior works [114, 128], we first train a model on the first task with N/2 classes and then
incrementally train the model by adding subsequent tasks with one class (N/2 + 1 tasks).
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FastICARL

Although iCaRL provides impressive performance, it is limited by high computational costs
and large storage requirements to maintain sufficient budget size to perform reasonably
well. To begin with, iCaRL’s high computational loads come from its herding operation
(find an exemplar set that has a min distance between the class mean and exemplars mean
in feature space), i.e., exemplar selection procedure which is based on the inefficient double
for loops (Lines 2-4), resulting in the O(nm2) complexity (which takes up 70 - 90% of the
total IL time). n is the number of examples in a class, and m represents the target number
of exemplars. Note that in this work, training time indicates the usual training time with
respect to backpropagation, updating weights, while the rest of the time in learning a new
task or adding a new class is considered IL time. Thus, instead of relying on herding,
FastICARL employs a k-nearest-neighbour search to identify the representative examples
to construct exemplar sets. This enables FastICARL to accelerate the process of exemplar
construction without performance degradation, as shown in Section 3.3.2. By jointly
utilizing the max heap as in Algorithm 2, FastICARL remarkably reduces the complexity
of finding m exemplars out of n samples to O(n(1+ log(m))+mlog(m)) = O(nlog(m)). In
detail, the computation of feature distance and the insertion of max heap cost 1 + log(m)
which is performed on n samples in total. After that, the sorting on m identified exemplars
in a max heap costs another mlog(m).

Furthermore, iCaRL requires as much as 69 MB (see Section 3.3.2). To alleviate this
storage demand, we apply quantisation on exemplar sets on the fly. Note that since budget
sizes take up 72-99% of the storage requirements of FastICARL, we apply quantisation
only on exemplars in this work. While constructing exemplar sets, FastICARL converts
32-bit float data to 16-bit float or 8-bit integer types and store them with a smaller budget.
When converting between 32-bit float and 8-bit integer, we use quantisation scheme used
in [48] to minimise the information loss in quantisation. The scheme utilises an affine
mapping of integers q to real numbers r, i.e.,

r = S(q − Z) (3.8)

for some constant quantisation parameters S and Z. S denotes the scale of an arbitrary
positive real number, and Z denotes zero-point of the same type as quantised values q
and corresponds to the real value 0.

3.3.2 Evaluation

Datasets

We experiment with our method, FastICARL, in two audio applications as discussed
in 3.1. Also, note that audio tasks were selected due to their resource-intensive nature and
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practical importance in mobile applications, making them ideal test cases for demonstrating
FastICARL’s improvements in computational efficiency and storage optimisation.

EmotionSense: For ER application, we employ the EmotionSense dataset [15], and its
preprocessing details are described in Section 3.2.2. This dataset contains diverse class
granularity, one of which is clustered into five standard emotion groups: (1) Happy, (2)
Sad, (3) Fear, (4) Anger, and (5) Neutral (generally used by social psychologists [239]).
To diversify our evaluation on iCaRL and FastICARL, we select 5-groups class granularity
in this section.

UrbanSound8K: For environment sound classification (ESC) application, we adopt the
UrbanSound8K dataset [240] as it is a large dataset that can test the effectiveness of our
method on resource-limited devices. UrbanSound8K contains 9.7 hour-long data with 8,732
labelled urban sounds collected in real-world settings. This dataset consists of 10 audio
event classes such as car horn, drilling, street music, etc. Following [96], we extracted four
different audio features ((1) Log-mel spectrogram, (2) chroma, (3) tonnets, (4) spectral
contrast) for each sound clip, sampled at 22 kHz. Using the first three seconds of sound,
we created an input of size 128× 85, where 128 represents the number of frames and 85
represents the aggregated feature size of the four audio features.

Experimental Setup

Task: As described in Section 3.3.1, we adopt class-incremental learning. Hence, for
EmotionSense, two classes are selected as task 1 for training a base model, and then the
other three classes are added to the model one by one sequentially. For UrbanSound8K,
five classes are used as the first task, and the other five classes are learned incrementally.
Note that all reported results in Section 3.3.2 are averaged over five times of experiments.

Model Architecture: To diversify our evaluation over our initial investigation which relies
on LSTMs (Section 3.2), we adopt a convolutional neural networks (CNN) architecture
from prior work [96] for constructing ER and ESC models. To identify a high-performing
and yet lightweight CNN model to operate on embedded and mobile devices, we conducted
hyper-parameter search with different number of convolutional layers {2,3,4}, number
of convolutional filters {8,16,32}, pooling layer type {max pooling, average pooling},
number of fully-connected (FC) layers {0,1} and its hidden units {128,512,1024}. A basic
convolutional layer consists of 3× 3 convolution, batch normalisation, and Rectified Linear
Unit (ReLU). We found that although the best performing model is a 4-layered CNN
with 32 Conv filters followed by an FC layer (Weighted F1-score of 86% for ER and 90%
for ESC), the performance degradation without the FC layer is minimal (see Table 3.7)
while the majority of the model parameters are consumed in the FC layer as shown in [96].
Hence, as our final CNN architecture, we use [Conv: {32,32,64,64}] for ER and [Conv:
{16,16,32,32}] for ESC. We omit an FC layer in both applications, and average pooling
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Table 3.7: Average weighted F1-score of baselines and FastICARL according to the budget
size (B = 5%, 10%, 20%) in EmotionSense and UrbanSound8K datasets.

EmotionSense (ER) UrbanSound8K (ESC)

5% 10% 20% 5% 10% 20%

iCaRL (32 bits) 0.57 0.60 0.70 0.67 0.69 0.69
iCaRL (16 bits) 0.55 0.63 0.70 0.66 0.67 0.71
iCaRL (8 bits) 0.59 0.62 0.68 0.65 0.68 0.70

FastICARL (32 bits) 0.57 0.62 0.67 0.67 0.69 0.70
FastICARL (16 bits) 0.58 0.65 0.68 0.66 0.69 0.71
FastICARL (8 bits) 0.60 0.63 0.69 0.65 0.68 0.69

Joint (Upper Bound) 0.83 0.89
None (Lower Bound) 0.41 0.02

layers and a 0.5 dropout probability are adopted for the second and fourth Conv layers.
ADAM optimiser [241] and a learning rate of 0.001 are used.

Evaluation Protocol: Following prior works [15, 96], the 10% of each class is used as the
test set and the remaining as the training data. Additionally, we report the performance
of a model trained up to task k incrementally. Also, we report the results based on a
weighted F1-score which is more resilient to class imbalances as the employed datasets are
not balanced.

Baselines: To evaluate the effectiveness of FastICARL, we include various baselines in
our experiments. First, we include a Joint model which represents a scenario when the
model is trained with training data of all classes available from the beginning. Joint
serves as a performance upper bound. Second, a None model represents a case where a
model is fine-tuned incrementally by adding classes to the model without any IL method.
None can be regarded as a performance lower bound. Thirdly, we include iCaRL with
three quantisation levels (32, 16, and 8 bits). Finally, FastICARL (32, 16, and 8 bits) is
compared.

Implementation

To evaluate our framework on resource-constrained devices, we implemented it on an
embedded (Jetson Nano) and a mobile device (Google Pixel 4 with Qualcomm SM8150
Snapdragon 855)3. The Jetson Nano is an embedded mobile platform with four cores
and 4 GB RAM. It is often utilised in mobile robotics. We use PyTorch 1.6 to develop
and evaluate FastICARL on Jetson Nano. The Google Pixel 4 phone has eight cores and
6 GB RAM. We develop FastICARL based on C++ on the Android smartphone using

3Note that we use Google Pixel 4 as it employs the same chipset as OnePlus 7 Pro for the consistency
of evaluation.
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Table 3.8: Average Latency (IL Time) in seconds for iCaRL and FastICARL on Jetson
Nano and a smartphone (Google Pixel 4) for both datasets according to the budget size
(B = 5%, 10%, 20%).

Embedded Device (Jetson Nano) Smartphone (Google Pixel 4)

EmotionSense (ER) UrbanSound8K (ESC) EmotionSense (ER) UrbanSound8K (ESC)

5% 10% 20% 5% 10% 20% 5% 10% 20% 5% 10% 20%

iCaRL (32 bits) 6.25 7.24 9.35 102 144 271 1.41 1.98 2.73 41.5 75.5 138
iCaRL (16 bits) 6.30 7.40 9.25 100 144 270 1.48 1.99 2.74 44.6 78.8 139
iCaRL (8 bits) 6.27 7.40 9.25 120 178 292 1.43 1.99 3.04 45.4 77.7 146

FastICARL (32 bits) 5.10 5.18 5.18 60.6 60.8 60.7 0.88 0.90 0.83 10.5 10.8 10.4
FastICARL (16 bits) 4.96 4.98 5.22 61.1 61.5 60.6 0.87 0.89 0.84 10.7 11.2 10.9
FastICARL (8 bits) 5.01 5.07 5.24 67.1 66.3 61.5 0.90 0.91 0.87 10.7 10.7 10.6

mobile deep learning framework, MNN, and the Android Native Development Kit. Note
that our implementation of FastICARL on the smartphone enables complete on-device
training of new tasks/classes incrementally, unlike other deep learning frameworks on
mobile platforms (e.g., PyTorch Mobile) where only on-device inference is supported. The
binary size of our implementation on a mobile platform is only 3.8 MB which drastically
reduces the burden of integrating the IL functionality into mobile applications given that
iCaRL requires as much as 69 MB for UrbanSound8K.

Results

Performance: We first show the average weighted F1-score across all runs for different
baselines and IL methods for the EmotionSense and UrbanSound8K datasets in Table 3.7.
For both datasets, we present the performance according to the size of the budgets storing
exemplars (5%, 10%, and 20%) to analyse trade-offs between the performance and storage
requirement of the studied IL methods. Note that the weighted F1-score of the models
after all tasks are trained incrementally is reported.

To begin with, the None model allows us to confirm that CF occurs without the IL method.
Its weighted F1-score drops sharply to 41% for ER and 2% for ESC. In contrast, the Joint
model achieves as high as 83% and 89% weighted F1-scores for ER and ESC, respectively.
ICARL (32 bits) and our proposed IL method, FastICARL (32 bits), can largely mitigate
the CF issues observed in the None model. With a budget size of 20%, iCaRL provides a
high weighted F1-score of 70% for ER and 69% for ESC. Likewise, FastICARL achieves a
similar performance (67% for ER and 70% for ESC) to that of iCaRL, which stays close to
the upper bound performance of the Joint model. Furthermore, we find that the impact
of the information loss due to the quantisation of the saved exemplars for both iCaRL
and FastICARL is minimal. As shown in Table 3.7, all four variants, such as iCaRL (16
and 8 bits) and FastICARL (16 and 8 bits), achieve similar performance to their original
counterparts.
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Finally, we study the importance of the storage budget parameter. We present the
performance of our IL method according to its budgets of 5%, 10%, and 20% of total
training samples. In general, the more samples are used as exemplars, the higher the
weighted F1-score the IL method can achieve. We also find that our method (FastICARL)
needs only a 5% budget size to achieve a weighted F1-score of 60-64% and successfully
retain its weighted F1-score even after losing some information by applying quantisation
up to 8 bits on its exemplars.

Latency: We measure the computational costs of sequentially learning additional classes
based on a pre-trained model. The average IL time to run different IL methods is presented
in Table 3.8. The IL time of FastICARL (32, 16, and 8 bits) ranges 4.96-67.1 seconds
on Jetson Nano and 0.83-11.2 seconds on Google Pixel 4 depending on the budget and
datasets. FastICARL remarkably reduces the IL time by 18-78% on Jetson Nano and
37-92% on Google Pixel 4 compared to iCaRL. Note that the training time of iCaRL
and FastICARL is approximately the same (these results are omitted for brevity). Also,
FastICARL (16 and 8 bits) shows substantial improvement in IL time: this indicates that
the additional operation of quantizing exemplars does not impose a meaningful burden on
the system.

Storage: We now show the storage overhead of the IL method. The size of FastICARL is
composed of the model parameter size (M) and budget size (B). As FastICARL relies on
stored exemplars, its storage demand is primarily driven by the number of exemplars to
be stored, i.e., budget size (B). As shown in Figure 3.6, FastICARL requires at most 0.49
MB for the EmotionSense dataset and 18 MB for the UrbanSound8K dataset, decreasing
the storage requirement by 2 to 4 folds over iCaRL. Model sizes for EmotionSense and
UrbanSound8K datasets are fixed as 0.3 MB and 1 MB, respectively.

Based on the results in this section, we have demonstrated that FastICARL enables faster
IL by reducing the IL time and storage requirements by applying quantisation.

3.4 Conclusion

In this chapter, we first studied the CF problem using six prominent CL methods based on
three representative sensing applications (i.e., HAR, GR, and ER) in three CL scenarios
with varying complexities. With our end-to-end CL framework implemented on Nvidia
Jetson Nano and a smartphone (OnePlus 7 Pro), we conducted extensive experiments to
investigate CL methods’ performance, generalisability, and trade-offs of storage, compu-
tational costs, and memory footprints. We first identified that CF occurs in mobile and
embedded sensing applications when CL methods are not used. We also found that while
most CL methods solve the CF in simple scenarios, only iCaRL among the compared
methods can successfully alleviate CF issues in more challenging scenarios across the
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Figure 3.6: Comparison of the storage requirement (M+ B) for iCaRL and FastICARL
(32, 16, and 8 bits) based on 20% budget size in each dataset.

employed datasets. Furthermore, we demonstrated that the CL approaches incur minor to
modest storage, peak memory usage, and latency overheads, thereby saving a considerable
amount of computational resources on-device compared to a case when training is done
from scratch whenever a new class/task is added to the system. Finally, based on those
findings, we discuss potential guidelines for practitioners and researchers interested in
applying CL to edge platforms.

Our systematic analysis of CL in mobile and embedded systems allows us to identify
the bottlenecks of applying CL in resource-constrained devices. Based on these insights
and findings, we developed an end-to-end and on-device CL framework, FastICARL,
that enables efficient and accurate CL in mobile sensing applications. We implemented
FastICARL on two resource-constrained devices (Jetson Nano and Google Pixel 4) and
demonstrated its effectiveness and efficiency. FastICARL decreases the IL time up to
78-92% by optimizing the exemplar construction procedure and also reduces the storage
requirements by 2-4 times by quantising its exemplars without sacrificing performance.
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Chapter 4

Bringing On-Device ML from Edge
to Microcontrollers: YONO

4.1 Introduction

In Chapter 3, we investigated the applicability and trade-offs of various CL methods in
mobile sensing applications regarding accuracy, computational costs, memory and storage.
Building on this analysis, we proposed an efficient CL method that optimises resource usage
of CL on mobile devices. Subsequently, in Chapters 4 and 5, we explore the systematic
and algorithmic approaches to seamlessly support efficient execution of CL and on-device
training on even more resource-constrained devices such as IoT devices and MCUs.

While ML models are becoming more efficient on resource-constrained IoT devices [127],
most existing on-device systems designed for MCUs target one specific application [98, 161,
242]. However, multi-application systems capable of supporting a wide range of applications
on-device could be more versatile and useful in practice, potentially facilitating on-device
training and CL in multi-user scenarios. Therefore, this chapter aims to design an MCU-
powered system capable of recognising users’ voice commands, activities, and gestures,
as well as identifying everyday objects to understand surrounding environments. Such a
system has the potential to boost the utilisation of IoT devices in practice (e.g., assist
visually impaired individuals to understand their environments [243]).

However, realising such a multi-tasking system faces three major challenges:

1. Multiple Dissimilar Tasks: The system must accommodate multiple tasks based
on different modalities of incoming data (e.g., voice recognition (audio), activity
recognition (accelerometer signals), object classification (image)) within the same
framework. As discussed in [189], conventional multi-task learning (MTL) approaches
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cannot effectively address multiple heterogeneous networks.

2. Resource Constraints: IoT devices based on MCUs are extremely resource-
constrained [67, 244]. For example, “high-end” MCUs (e.g., STMF767ZI) have only
512 KB Static Random-Access Memory (SRAM) for intermediate data and 2 MB
on-chip embedded flash (eFlash) memory for program storage.

3. Context Switching Overhead: In real-world deployment scenarios, context
switching of different ML tasks at run-time could incur significant overheads on
memory-constrained MTL systems, as demonstrated in [189], where some models
must reside in external storage devices due to the limited on-chip memory space. As
on-chip memory operations are faster than external disk accesses, frequent model
loading/swap between different tasks based on external storage increase the overall
latency, exacerbating system usability and responsiveness.

To solve these challenges, one of the common techniques employed is to compress individual
models separately using pruning [164, 169] and quantisation [48] as described thoroughly in
Section 2.3.1. However, model compression techniques are limited as they require extensive
and iterative finetuning to ensure high performance after compression. Additionally,
since models are trained independently, they cannot benefit from potential knowledge
transfer between different tasks. In the literature, researchers proposed MTL-based
approaches to achieve robustness and generalisation of multiple tasks, while increasing
the compression rate of the model by sharing network structures (see Section 2.3.2 for
further details). However, sharing/compressing multiple heterogeneous networks has not
been fully examined. Furthermore, prior work [189] attempts to solve the MTL of multiple
heterogeneous networks by sharing weights of multiple models via virtualisation. This
method is complex, and its compression ratio is constrained to 8.08× (see Section 4.4.2 for
detail), restricting the type of IoT devices on which it can operate. Moreover, since only a
simplified LeNet architecture is evaluated on an MCU, the system could not achieve high
accuracy to be useful in practice (e.g., 59.26% on the CIFAR-10 dataset [1]).

This Work. To address the challenges and limitations of previous approaches, we propose
YONO (You Only Need One pair of codebooks), that adopts Product Quantisation
(PQ) [50] to maximise compression rate and on-chip memory operations while minimising
external disk accesses for a heterogeneous multi-tasking system. PQ, originally proposed in
the database community, aims to decompose the original high-dimensional space into the
Cartesian product of a finite number of low-dimensional subspaces that are independently
quantised. A model’s weight matrix of any layer can be converted to codeword indexes
corresponding to the subvectors of the weight matrix via a codebook.

Inspired by successful applications of PQ on approximate nearest neighbour search out of
billions of vectors in the database community [50, 187, 188] and single layer compression in
individual models [147, 185, 245, 246, 247], we jointly apply PQ on multiple models instead
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of on a layer of a model. We find just one pair of codebooks that are generalisable and thus
can be shared across many dissimilar tasks. We then propose a novel optimisation process
based on alternating PQ and finetuning steps to mirror the performance of the original
models. Further, we introduce heuristics to consider the weight differences between the
layers of the original model and the reconstructed layers from the codebooks to maximise
the compression rate and accuracy. Finally, we develop an efficient model execution and
switching framework to operate multiple heterogeneous models targeted for different tasks,
reducing the overhead of context switching (i.e., model swap between tasks) at run-time.

YONO is comprised of two components:

1. An offline phase in which a shared PQ codebook is learned and multiple models are
incorporated. We implement this phase on a server.

2. An online phase in which multiple heterogeneous models are deployed on an extremely
resource-constrained device (MCUs).

To evaluate YONO, we first evaluated four image datasets and one audio dataset used
in SOTA prior work on heterogeneous MTL [189] for a fair comparison. We show that
YONO achieves high accuracy of 93.7% on average across the five datasets, which is a
15.4% improvement over [189] due to our usage of the optimised network architecture (see
Section 4.4.2 for detail) and is very close to the accuracy of the uncompressed models
(0.4% loss in accuracy).

To evaluate the scalability of YONO to other modalities, we include data from modalities
such as accelerometer signals from Inertial Movement Units (IMU) for human activity
recognition (HAR) and surface electromyography (sEMG) signals for gesture recognition
(GR). We then demonstrate that YONO effectively retains the accuracy of the uncompressed
models across all the employed datasets of four different modalities (Image, Audio, IMU,
sEMG).

To evaluate the generalisability of the learned codebooks of YONO, we apply YONO to
compress new models trained on unseen datasets during the codebook learning in the
offline phase. Surprisingly, YONO can maintain the accuracy of the uncompressed models
and achieve a 12.37× compression ratio (53.1% higher than [189]).

Finally, we evaluate the online component of YONO on the largest model and the smallest
model to show the upper bound and lower bound results, respectively. We employ an
MCU, STM32H747XI (see Section 4.3 for details), and demonstrate that YONO enables
efficient in-memory execution (latency of 16-159 ms and energy consumption of 3.8-37.9 mJ
per operation) and model loading/swap framework for task switching (showing reductions
of 93.3-94.5% in latency and 93.9-95.0% in energy consumption compared to the method
using external storage access).
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4.2 YONO

In this section, we first present the overview of our multitasking system, YONO (Sec-
tion 4.2.1). Then, we introduce the background on PQ and its applications on single
model compression (Section 4.2.2). We then explain how we utilise PQ to compress
multiple heterogeneous networks into a pair of codebooks. The networks can be of any
arbitrary architecture that consists of fully connected layers and convolutional layers.
After that, we present our novel network optimisation process to ensure the performance
of the compressed networks remain close to original models (Section 4.2.4). On top of
that, based on an observation (detailed in Section 4.2.5), we further propose optimisation
heuristics to maximise the performance gain with a minimal loss of the compression rate
when using PQ-based compression. Finally, we describe our in-memory execution and
model swapping framework on MCUs (Section 4.2.6).

4.2.1 Overview

In this subsection, we describe the overview of YONO that learns codebooks to represent
the weights of multiple heterogeneous neural networks as well as enable on-chip memory
operations on resource-constrained devices. In particular, YONO is composed of two
components: (1) an offline phase where YONO learns a pair of codebooks on pretrained
neural networks using PQ (will be explained in detail in Section 4.2.2) and (2) an online
phase where YONO enables on-chip execution such as model execution and model load-
ing/swapping. Note that we assume that the overall size of multiple neural networks is
larger than the operational limit of the on-chip eFlash memory and SRAM of the targeted
IoT devices. For example, in Section 4.4, we employ seven different models with a total
size of 3.84 MB and evaluate our framework on MCU (STM32H747XI), which strictly has
only 512 KB of SRAM and 1 MB of eFlash.

4.2.2 Product Quantisation and Compressing Single Neural Net-
work

We now provide an introduction to PQ and how it is used to compress a single model. PQ
can be considered a special case of vector quantisation (VQ) [248], in which it attempts to
find the nearest codeword, c, to encode a given vector, w. Suppose we are given a codebook,
C, that contains a set of representative codewords, we can reconstruct/approximate the
given vector w by using c and its associated index in the codebook. Thus, given a vector
w ∈ Rd to be encoded, the encoding problem of VQ can be formulated as follows.

argmin
b
∥w −Cb∥2 (4.1)
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Figure 4.1: Overview of the offline component of YONO. The offline module employs
PQ to learn a pair of codebooks and identify indices to represent multiple heterogeneous
neural networks. This module incorporates our novel optimisation process and heuristics
to minimise the accuracy loss compared to the original models.

where C is a d-by-K matrix containing K codewords of length d, and b is called a code
(i.e., index of codebook pointing to a codeword, c, nearest to the given vector, w). ∥·∥ is a
l2 norm. Solving Equation 4.1 is equivalent to searching the nearest codeword. Besides,
the codebook, C, is learned by running the standard k-means clustering over all the given
vectors [50].

The PQ is a particular case of VQ when the learned codebook is the Cartesian product of
sub-codebooks. Given that there are two sub-codebooks, the encoding problem of PQ is
as follows.

argmin
b
∥w −Cb∥2 ,

s.t. C = C1 ×C2

(4.2)

where C1 and C2 are two sub-codebooks of d
2
-by-K matrices. Since any codeword of C

is now the concatenation of a codeword of C1 and a codeword of C2, PQ can have K2

different combinations of codewords. If a vector is divided into M partitions, then PQ
can have KM combinations of codewords. The number of sub-codebooks, M , can be any
number between 1 and the length of the given vector, d (e.g., 1, 2, . . . , d). When M is set
to 1, it is VQ. When M is set to d, it is equivalent to the scalar k-means algorithm.

We now describe how the encoding problem of PQ can be applied to compress a neural
network. It is because instead of storing weight matrix W of any layer in neural networks
explicitly, we can learn an encoding B(W) that needs much less storage space. Using the

found encoding B and a learned codebook C based on PQ, we can reconstruct Ŵ which
approximates the original weight matrix W of the layer. If we can find Ŵ close enough to
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W, the reconstructed layer of a neural network will perform normally as demonstrated in
prior works using PQ to compress a single neural network [185, 246].

4.2.3 Compressing Multiple Heterogeneous Networks

As described in Section 4.2.2, PQ is typically used to compress a single model in machine
learning literature [245, 247]. In prior works, each layer is replaced by one small-sized
codebook (e.g., K=256, D=8, M=1), and a high compression rate and little performance
loss are achieved in large computer vision models with more than 10 M parameters (e.g.,
ResNet50 [249]). However, in small-sized models that are specially designed to be used on
MCUs (i.e., the number of parameters is at most around 500K-1M), the same approach
(having a codebook for each layer) no longer provides a high compression rate due to the
overhead of storing many codebooks. Therefore, in our system, we propose to apply PQ
to one or multiple neural networks while only sharing a pair of the learned codebooks to
maximise the compression ratio. We will explain how we ensure high performance of the
compressed models in the next subsections (Section 4.2.4 and Section 4.2.5).

As in Figure 4.1, we first concatenate weights of all the models of different tasks (i.e.,
T1, T2, ..., Tn). Then, we construct two weight matrices, W1 and W2, so that YONO takes
into account spatial information of convolutional layer kernels as in other prior works [246].
For one weight matrix, W1, we combine convolutional layers with a kernel size of 3× 3.
Then, in the other weight matrix, W2, we concatenate convolutional layers with kernel size
1× 1 and fully-connected layers. Then these concatenated weight matrices, W1 and W2,
are given as an input to learn codebooks, C1 and C2, for different kernel sizes, respectively.
Note that we also observed that neglecting such information in learning codebooks leads to
worse performance. In our system design, we select kernel sizes of 3× 3 and 1× 1 as those
are widely used kernel sizes in many of the optimised network architectures [152, 153, 154].
Also, since FC layers are essentially the same as point-wise convolution operation (i.e.,
kernel size of 1× 1), we combine weights of FC layers together with those of 1× 1 kernel
convolution layers. Besides, we set M to 2 throughout our evaluation so that YONO can
leverage the implicit codebook size of KM . We observed that when M is 1, the codebook
is not generalisable enough to compress multiple neural networks. When M is set to 3,
the overhead of the codebooks decreases the compression rate without providing much
accuracy benefit.

4.2.4 Network Optimisation

After learning a pair of codebooks for multiple models as in Section 4.2.3, YONO performs
finetuning on the reconstructed model in order to adjust the loss of information due to
the compression (see Algorithm 3). As studied in [169], weights in the first and last layer
of a model are the most important. Thus, in the finetuning stage, we select the first and
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last layer of a model and finetune them (Lines 2-4). The finetuning step largely recovers
the accuracy of the original model by re-adjusting the first and last layer of the model
according to the different weights induced by the codebooks. However, as we will show
in our evaluation in Section 4.4 (this incurs 2-8% accuracy loss), a simple extension of
PQ to multiple heterogeneous neural networks with a finetuning step cannot ensure high
accuracy due to the increased weight differences between original models’ weight matrices
WT1,...,Tn and reconstructed models’ weight matrices ŴT1,...,Tn although it shows a high
compression rate.

Therefore, we introduce an optimisation process to improve the performance of the
decompressed models. As discussed in prior works [185, 245], in general, higher weight
differences (i.e., errors) result in increased loss of accuracy. Thus, to minimise the impact
of the weight differences, we adopt to use the iterative optimisation procedure, inspired by
the Expectation-Maximisation (EM) algorithm [250] and prior work [245]. We iteratively
adjust the weight drifts by reassigning indices on the updated weights from finetuning
as the E-step (Lines 12-13) and by finetuning several selected layers (e.g., first and last
layers) as the M-step (Lines 14-17). Note that our optimisation procedure is novel in
that (i) we perform network optimisation across multiple heterogeneous networks and (ii)
we do not update codewords in our learned codebooks since we want our codebooks to
be generalisable to compress unseen models and datasets during the codebook learning
procedure, different from single model compression methods [185, 245, 246, 247]. In
Section 4.4, we demonstrate the generalisability of our learned codebooks and our system
on new models trained on new datasets that YONO did not see in its codebook learning.

4.2.5 Optimisation Heuristics

In addition, we further propose an optimisation heuristic that can maximise performance
improvement while ensuring a high compression rate. We observed that weight differences
of each layer (W and Ŵ) are not uniformly distributed. Besides, the number of parameters
in each layer is considerably different. For example, MicroNet-KWS-M [242] (we adopt
this network architecture in our evaluation. Refer to Section 4.4 for detail) contains 12
convolutional and FC layers. Among them, one convolutional layer has a 4-dimensional
weight matrix (W ∈ RCcout×Cin×k×k) with a size of {140, 1, 3, 3} which has 1,260 parameters,
whereas another convolutional layer in the same model can have weight matrix with a size
of {196, 112, 1, 1} which has 21,952 parameters. The latter has 17.4 times more parameters
than the former. Thus, based on this observation, we propose our novel optimisation
heuristic to select layers for finetuning that have the largest weight difference and contain
the least number of parameters (refer to Lines 22-24 in Algorithm 3). Hence, given a
network W with L layers, we attempt to find a layer ℓ as follows.

argmax
ℓ

∥∥∥Wℓ − Ŵℓ
∥∥∥2

/N ℓ (4.3)
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where Wℓ − Ŵℓ is a weight difference of weight matrices of the layer ℓ, and N ℓ is the
number of the parameters of the layer ℓ.
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Algorithm 3: YONO’s network optimisation and heuristics for a given task t

Input: Model weights W, model indices b, PQ codebooks C, the number of layers L,
error threshold ϵ, heuristics

Output: Reconstructed model weights Ŵ, model indices b̂
Data: Train data DTRAIN , Test data DTEST

/* Perform an initial finetuning step */

1 Ŵ← C(b) // reconstruct a model via codebooks and indices

2 for ℓ = 2, ..., L− 1 do

3 FreezeWeights(Ŵℓ)

// run network training (e.g., BackProp) with loss function

4 Finetune(Ŵ,DTRAIN)
5 acc orig ← Evaluate(W,DTEST ))

6 acc recon← Evaluate(Ŵ,DTEST ))
7 if acc orig − ϵ ≤ acc recon then

8 return Ŵ,b

/* Perform a further network optimisation step */

9 S ← (1, L) // finetuning layer set

10 b̂← b
11 for i = 1, ..., L− 2 do

// E-step: code re-assignment

12 for ℓ /∈ S do

13 b̂ℓ ← argmin
b∈b̂ℓ

∥∥ŵℓ −Cb
∥∥2

// M-step: model update

14 Ŵ← C(b̂)
15 for ℓ /∈ S do

16 FreezeWeights(Ŵℓ)

17 Finetune(Ŵ,DTRAIN)
18 acc orig ← Evaluate(W,DTEST ))

19 acc recon← Evaluate(Ŵ,DTEST ))
20 if acc orig − ϵ ≤ acc recon then

21 return Ŵ, b̂

22 if heuristics is OURS then
// choose a layer to finetune based on our heuristics

23 ℓ← argmax
ℓ

∥∥∥Wℓ − Ŵℓ
∥∥∥2

/N ℓ

24 S ← (S, ℓ)
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In summary, through the optimisation heuristics, YONO identifies a layer with the highest
weight difference per parameter. After that, YONO finetunes the identified layer using
our network optimisation process introduced in Section 4.2.4. The process continues until
the reconstructed model’s accuracy is recovered to the target accuracy (Lines 20-21),
i.e., accuracy loss is less than a given threshold ϵ (e.g., 2-3% in our evaluation). The
number of layers to be finetuned is less than or equal to three in most cases. This process
helps YONO maximise the compression ratio (small storage overhead) while retaining the
accuracy of its compressed models close to their corresponding original (uncompressed)
models. Note that the finetuned layers are then quantised into 8-bit integers in the online
component of YONO as described in the next subsection.

4.2.6 In-memory Execution and Model Swap Framework on
MCUs

Having established the offline component of YONO, we now turn our attention to the
online component of our system. At runtime, the online component of YONO enables the
fast and efficient in-memory execution and model swap of multiple heterogeneous neural
networks. Figure 4.2 illustrates the overview of the online component of YONO.

Data Structure for Deployment on MCUs: To begin with, we describe the data
structures that are necessary for deploying ML models on MCUs. First, YONO requires one
pair of learned PQ codebooks, model indices, and other relevant information to reconstruct
a model. In addition, YONO needs a task executor to run the reconstructed model
in-memory and a task switcher to swap an in-memory model to another reconstructed
model.

Learned Codebooks: As described in Sections 4.2.2-4.2.5, YONO learns a pair of
codebooks by applying PQ on multiple heterogeneous neural networks with our novel
optimisation procedure. Since SRAM is a scarce resource on MCUs, the codebooks
are stored on eFlash. Also, because the codebooks are shared across different models
compressed by YONO and static during runtime, they are stored on the read-only memory
of eFlash.

Model Indices and Other Elements: Once a model is compressed through our system,
YONO generates model indices that correspond to the weights of an original model via the
learned codebooks and other relevant elements necessary to reconstruct the uncompressed
model. For example, relevant elements include model architecture, operators, quantisation
information, and so on.

Task Executor: We now present the explanation of our task executor. As we adopt
TensorFlow Lite for Microcontrollers (TFLM) [127] to run the deployed model on MCUs,
YONO also follows its model representation and interpreter-based task execution. As
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Figure 4.2: Overview of the online component of YONO. The online module enables fast
and efficient model loading/swap and in-memory execution.

model representation on MCUs, the stored schema of data and values represent the model.
The schema is designed for storage efficiency and fast access on mobile and embedded
platforms. Therefore, it has some features that help ease the development of MCUs. For
example, operations are in a topologically sorted list instead of a directed-acyclic graph,
making conducting calculations be a simple looping through the operation list in order.
In addition, YONO adopts interpreter-based task execution by relying on TFLM. Thus,
the interpreter refers to the schema of the model representation and loads a model. After
that, the interpreter handles operations to execute. Since YONO adopts an interpreter-
based task executor and loads a model in the main memory for execution, YONO allows
model switching at run time, which is not allowed with the code-generator-based compiler
method [251] because this method requires recompilation to switch a model.

Task Switcher: When a task needs to be switched (e.g., the target application is switched
from image classification to voice command recognition), YONO replaces the loaded model
in the memory with a new model to be executed. Using the same memory space between
previous and new models, YONO can operate multiple models within a limited memory
budget of SRAM. In addition, since YONO does on-chip memory operations to perform
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execution and model swap, YONO improves the response time and end-to-end execution
time of different applications. It is because the access time to secondary storage devices is
slower than that to internal memory and primary storage. Moreover, a system relying on
external storage devices may have unpredictable overheads. For example, disk-writes on
storage devices like flash and solid-state drives need to erase an entire block before a write
operation.

Model Reconstruction: We now describe our model reconstruction scheme. To recon-
struct a model, YONO utilises the PQ codebooks, indices, and relevant elements, such as
batch normalisation layer’s mean and variance, quantisation information, stored in eFlash.
The overall process is as follows. First, YONO retrieves model weights by matching indices
of a model to be loaded on the main memory and its corresponding codewords of the PQ
codebooks. Secondly, YONO loads relevant elements of the model and then writes this
information and model weights to the preallocated memory address for the model on the
main memory.

In addition, each value of the learned codewords in the PQ codebooks is stored in 16-bit
float instead of 32-bit float type to further reduce the storage requirements on eFlash. In
contrast, the weights of the model loaded on the main memory and executed need to be
quantised to 8-bit integers. Thus, while loading each layer of the model, YONO converts
16-bit floats to 8-bit integers using the saved quantisation information. Specifically, we use
the quantisation scheme used in [48] to minimise the information loss in quantisation. We
utilise an affine mapping of integer q to real number r for constant quantisation parameters
S and Z, i.e., r = S(q − Z). S denotes the scale of an arbitrary positive real number. Z
denotes zero-point of the same type as quantised value q, corresponding to the real value
0. As a result, the reconstructed model in the online component is based on 8-bit integers,
and thus the use of codebooks does not affect computations of model execution.

4.3 System Implementation

We introduce the hardware and software implementation of YONO1.

Hardware. The offline component of our system is implemented and tested on a Linux
server equipped with an Intel Xeon Gold 5218 CPU and NVIDIA Quadro RTX 8000 GPU.
This component is used to learn PQ codebooks and find indices for each model to be
compressed. Then, the online component of our system is implemented and evaluated on
an MCU, STM32H747XI, having two cores (ARM Cortex M4 and M7) with 1 MB SRAM
and 2 MB eFlash in total. However, our implementation of YONO uses only one core
(ARM Cortex M7) since MCUs are typically equipped with one CPU core. We restrict the
usage space of SRAM and eFlash to 512 KB and 1 MB, respectively, to enforce stricter

1https://github.com/theyoungkwon/YONO
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resource constraints.

Software. We use PyTorch 1.6 (deep learning framework) and Faiss (PQ framework) to
develop and evaluate the offline component of YONO on the Linux server. At the offline
phase, we develop YONO using Python on the server and examine the accuracy of the
models. In addition, we develop the online component of YONO using C++ on STM32H7
series MCUs. For running neural networks on MCUs, we rely on TFLM. Since eFlash
memory of MCUs is read-only during runtime, YONO loads the model weights on SRAM
(read-write during runtime) and swaps the models by replacing the models’ weights using
PQ codebooks and indices stored on eFlash. The binary size of our implementation on an
MCU is only 0.41 MB, and the total size of PQ codebooks, indices, and other information
to compress the eight heterogeneous networks evaluated in Section 4.4.4 is 0.35 MB. Note
that the memory requirement of the seven models is 4.19 MB, which is 12.05× of what
YONO requires and 4.19× of what typical MCUs with 1 MB storage can support.

4.4 Evaluation

We now present the results of the evaluation on our system. Section 4.4.1 describes
our experimental setup. We evaluate the effectiveness of our system in the offline phase
regarding the performance (i.e., accuracy) and compression rate of the compressed models
in an MTL scenario. To make a comparison with prior work [189] that tackles MTL of
different neural networks, we begin with evaluating our system with the same datasets used
in [189] consisting of five datasets for two modalities (i.e., image and audio) (Section 4.4.2).
After that, we evaluate our system to what extent it can address multiple heterogeneous
networks trained with different modalities. Thus, we employ four different modalities of
data ((1) Image, (2) Audio, (3) IMU, (4) sEMG) by adding two more datasets in order to
demonstrate the scalability of YONO on diverse modalities in Section 4.4.3. Further, to
demonstrate the generalisabilty of YONO’s learned codebooks, we select two additional
datasets in each of the four modalities and evaluate our system to compress new models
trained on these datasets that YONO did not learn during its codebook learning stage
(Section 4.4.4). Finally, we present the results of our online in-memory model execution
and swap operations in Section 4.4.5.

4.4.1 Experimental Setup

Task

Our target application scenarios are based on dealing with dissimilar multitask learning.
For example, those applications are image classification, keyword spotting, human activity
recognition, and gesture recognition.
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Evaluation Protocol

Following prior works [15, 96], 10% of data is used as the test set and the remaining as the
training set. In addition, to evaluate the effectiveness of the offline phase component of
our system, we report the accuracy and compression rate of the compressed models using
our system. We also use compressed model’s error rate (i.e., accuracy loss) compared to
the original model. Then, to evaluate the efficiency of the online phase component of our
system, we report the execution time and load/swap time of the models on MCU.

Baseline Systems

To evaluate the effectiveness of our work, YONO, we include various baselines in our
experiments as follows.

NWV: Neural Weight Virtualisation (NWV) [189] is the state-of-the-art heterogeneous
MTL system that treats weights of neural networks as consecutive memory locations which
can be virtualised and shared by multiple models. Note that we use reported results of
[189] on an MCU, which relies on simplified LeNet architecture.

Scalar Quantisation (Int8): This baseline compresses a single model by quantizing
32-bit floats into low-precision fixed-point representation (e.g., 8-bit) [48, 200]. As in [200],
we employ both post-training quantisation and quantisation-aware training schemes. We
then report the results of the best-performing scheme in our evaluation. Besides, we only
include 8-bit quantisation as sub-byte datatypes (e.g., 4-bit or 2-bit) are not natively
supported by MCUs [242]. We leave sub-byte quantisation as future work.

PQ-S: This baseline uses PQ to compress a single model to a pair of the shared codebooks
across layers in the model. As this baseline does not share the codebooks across multiple
models, this can serve as a baseline for the single model compression and as the lower
bound in compression ratio among the PQ variants.

PQ-M: This baseline uses PQ to compress multiple heterogeneous models to a pair of the
shared codebooks but does not apply our optimisation process and heuristics as described
in Section 4.2. We include this to conduct an ablation study to evaluate the impact of the
proposed optimisation in our system.

PQ-MOpt: This baseline uses PQ to compress multiple heterogeneous models to a pair
of the shared codebooks and also apply the optimisation process without the heuristics
described in Section 4.2. We include this to conduct an ablation study to evaluate the
impact of the heuristics in our system.

Uncompressed (Original): An original model before compression. It is pretrained with
available training data and serves as the upper bound in terms of the accuracy metric.
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Table 4.1: Summary of datasets, model architectures, mobile applications used in Sec-
tion 4.4.2 and Section 4.4.3.

Modality Dataset Architecture Mobile Application

Image

MNIST LeNet Digit recognition
CIFAR-10 MicroNet-AD Object recognition

SVHN MicroNet-AD Digit recognition
GTSRB MicroNet-AD Road sign recognition

Audio GSC MicroNet-KWS Keyword spotting

IMU HHAR MicroNet-AD Activity recognition

sEMG Ninapro DB2 Lightweight CNN Gesture recognition

4.4.2 Performance

Following [189], we start by evaluating YONO in MTL scenarios on two modalities: images
and audio signals which are widely used data modalities in mobile sensing applications.

Datasets. We employ the same datasets used in the prior work [189] to make a fair
comparison. First, four image datasets are employed, namely MNIST [252], CIFAR-10 [1],
SVHN [70], and GTSRB [74] associated with classifying objects of handwritten digits
(grayscale), generic objects, numbers (RGB), and road signs, respectively. Then, one audio
dataset of Google Speech Commands V2 (GSC) [253] for keyword spotting is used.

Model Architecture. We adopt optimised neural network architectures, designed to
be used in the resource-constrained setting, such as variants of MicroNet [242], simplified
LeNet used in [189]. For MNIST, we use the simplified LeNet as it is used in [189] and
the accuracy of such LeNet variant is very high at 98%. For other datasets (CIFAR-10,
SVHN, GTSRB, GSC), we use variants of MicroNet architecture to construct pretrained
models. To identify a high-performing and yet lightweight model to operate on embedded
and mobile devices, we conduct a hyper-parameter search based on different variants of
MicroNet (e.g., small, medium, large models), lightweight convolutional neural network
(CNN) architectures [51], the number of convolutional filters. A basic convolutional layer
consists of 3×3 convolution, batch normalisation, and Rectified Linear Unit (ReLU). Then,
as our final model architectures, we use MicroNet-KWS-M for GSC and MicroNet-AD-M
(with the reduced number of convolutional filters {192}) for CIFAR-10, SVHN, GTSRB.
Throughout model training for all of the datasets, ADAM optimiser [241] and learning
rate of 0.001 are used. The datasets, architectures, and applications are summarised in
Table 4.1.

Accuracy. We show the accuracy results here. Figure 4.3 shows the accuracy of each
baseline so that we can analyse the impact of our proposed techniques in our system.
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Figure 4.3: The inference accuracy of the heterogeneous MTL systems trained with five
datasets of two modalities. Reported results are averaged over five trials, and standard-
deviation intervals are depicted.

To begin with, the uncompressed (original) model serves as a performance upper bound.
8-bit quantisation and PQ-S achieve high accuracy close to that of the original model,
showing a small average error rate of 0.9% and 2.8%, respectively, between each of the five
models after compression and their corresponding original models. However, in the case
of the CIFAR-10 dataset, PQ-S shows high error rates of 6.3% on average. This result
indicates that the specialised codebooks which target only one model can help retain the
performance of the original model in general but sometimes fail to retain it, as shown
in the case of CIFAR-10. Besides, PQ-M shows an accuracy loss of 4.3% on average.
For CIFAR-10, it shows a high error rate of 9.0%. In addition, although our proposed
EM-based iterative network optimisation procedure can help in improving the accuracy,
PQ-MOpt still shows a substantial accuracy drop of 4.3% on average. This result indicates
that compressing multiple neural networks based on only one pair of codebooks is very
challenging. However, YONO shows that its accuracy drop is minimal (i.e., an average
error rate of 0.4%). Interestingly, in the case of GSC, YONO outperforms the accuracy of
the original model by 1.2% where YONO benefits from sharing weights via PQ codebooks.

This result indicates that YONO can effectively retain the accuracy of original models
as observed in the prior work on heterogeneous MTL systems [189] and other techniques
focusing on a single model compression [48, 164, 245]. Further, it is an interesting result
because YONO can retain the accuracy of multiple heterogeneous models, which is more
challenging given that simply performing MTL would lead to the accuracy drop as shown
in the prior work, NWV [189]. Also, note that differently from [189] which used LeNet,
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Table 4.2: The compression efficiency and average accuracy of the heterogeneous MTL
systems trained with five datasets of two modalities. Note that we use reported results in
NWV by adjusting its compression rate from 4.04× to 8.08× as original models are based
on 32-bit floats. The combined storage overhead for NWV’s original models is 1.05 MB as
it relies on the simplified LeNet architecture.

NWV [189] Int8 PQ-S PQ-M PQ-MOpt YONO Original

Ratio 8.08× 3.04× 9.47× 12.07× 12.07× 11.57× 1×
Size 0.13 MB 0.96 MB 0.31 MB 0.24 MB 0.24 MB 0.25 MB 2.91 MB

Accuracy 83.5% 93.2% 91.3% 89.8% 89.8% 93.7% 94.1%

we used optimised network architectures such as MicroNet and lightweight CNN that
can execute on resource-constrained MCUs (refer to Section 4.4.5) and obtain very high
accuracy. To name a few, the pretrained models in our work achieve 90.05%, 94.48%,
90.74% on CIFAR-10, SVHN, GSC compared to 59.26%, 85.74%, 78.38% reported in [189],
respectively.

Compression Efficiency. Table 4.2 shows the overall efficiency in compressing heteroge-
neous networks trained with five datasets of two modalities. First, the combined storage
overhead of the five uncompressed models is 2.91 MB which is three times the capacity
of our target MCU’s storage, which is 1 MB at maximum. However, considering that
to perform an inference on MCUs, it is required to have a space for program codes of
TFLM, input and output peripherals, input and output buffers, and other variables, etc.,
the space used to store models needs to be below the storage size of 1 MB. Thus, it is
impossible to put those five models on an MCU and run multitask applications using
the uncompressed models. 8-bit quantisation shows the lowest compression rate of 3.04×
among all the evaluated methods, and its storage size (0.96 MB) is just below the limit
of our employed MCU. Then, PQ-S shows a moderate compression rate of 9.47× and
decreases the required storage size down to 0.31 MB and thus can reside on an MCU.
Other baseline systems, PQ-M and PQ-MOpt, show a high compression rate of 12.07×
and reduce the storage requirement to 0.24 MB. This is because PQ-M and PQ-MOpt
share the same codebooks across the different applications. However, the savings in storage
come at the expense of loss of accuracy, as seen in the accuracy results discussed before. In
contrast, YONO achieves the best of both worlds, demonstrating a high compression rate
close to PQ-M and PQ-MOpt and negligible accuracy loss compared to the uncompressed
models. YONO obtains a 11.57× compression rate and decreases the storage overhead to
0.25 MB, showing a higher compression rate than NWV [189].

Overall, the results indicate that YONO can enable running multi-task applications on
MCUs while retaining high accuracy and low storage footprints.
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Figure 4.4: The inference accuracy of the heterogeneous MTL systems trained with seven
datasets of four modalities. Reported results are averaged over five trials, and standard-
deviation intervals are depicted.

4.4.3 Scalability

In this subsection, we apply YONO on seven datasets consisting of four different data
modalities ((1) Image, (2) Audio, (3) IMU, (4) sEMG) to investigate to what extent our
system can effectively compress multiple networks trained on different data modalities
without losing its accuracy and compressive power. We select IMU and sEMG as additional
modalities because they are also widely used in mobile sensing applications [10, 228].

Datasets. On top of the five datasets used in the previous subsection, we add two datasets
of two additional modalities: HHAR [228] and Ninapro DB2 [234], corresponding to activity
recognition (based on IMU) and gesture recognition (based on sEMG), respectively. The
HHAR and Ninapro DB2 datasets are some of the most widely used HAR and sEMG
datasets, respectively.

Model Architecture. To identify the right model architecture for each dataset, we adopt
to use the optimised neural architectures and also conduct a hyper-parameter search as
described in Section 4.4.2. Then, we select the model which shows the best performance.
As a result, we use MicroNet-AD for HHAR and lightweight CNN architecture for Ninapro
DB2 (see Table 4.1 for detail).

Accuracy. Figure 4.4 presents the accuracy results of the seven datasets of four modalities
so that we examine the scalability of YONO to various modalities of data. Overall, the
accuracy of reconstructed models from baseline systems and YONO is slightly improved
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Table 4.3: The compression efficiency and average accuracy of the heterogeneous MTL
systems trained with seven datasets of four modalities.

Int8 PQ-S PQ-M PQ-MOpt YONO Original

Ratio 2.96× 9.27× 12.29× 12.29× 11.77× 1×
Size 1.27 MB 0.41 MB 0.31 MB 0.31 MB 0.32 MB 3.76 MB

Accuracy 86.8% 85.8% 84.6% 84.8% 88.4% 88.8%

since the error rates on the new datasets are smaller than those of the other five datasets.
Also, accuracy results of baseline systems and YONO reach similar observations as in
Section 4.4.2. 8-bit quantisation shows a small average error rate of 2.0% but a relatively
high accuracy variance for HHAR. Also, PQ-S achieves high accuracy close to that of the
uncompressed models with small error rates of 3.0% on average, whereas it shows high
error in CIFAR-10. Then, the PQ-M and PQ-MOpt systems present an average error rate
of 4.2% and 4.0% respectively, indicating that our proposed EM-based iterative network
optimisation procedure help improve the accuracy but still falls short of achieving the
original model’s accuracy. Also, in this setting, YONO performs the best and shows an
negligible accuracy loss of 0.5% on average.

Compression Efficiency. Table 4.3 shows the overall efficiency in compressing heteroge-
neous models trained with seven datasets of four modalities. Similar to the compression
results in Section 4.4.2, the total size of the seven uncompressed models (3.76 MB) is
larger than the storage budget for our target MCU. In the case of 8-bit quantisation, the
required storage size of the seven compressed models is 1.27 MB, larger than our storage
budget of 1 MB. This result indicates that 8-bit quantisation is not suitable for operating
many heterogeneous neural networks simultaneously on our target MCU. However, YONO
requires at most 0.32 MB. Since our system can effectively compress multiple heterogeneous
models (showing 11.77× compression ratio), the incurred storage requirement is minimal.
For example, when two additional models (for HHAR and Ninapro DB2) are included in
an MTL system, YONO incurs only 0.07 MB additional overhead, whereas the original
models’ storage size increases by 0.85 MB.

To summarise, our results show that YONO is scalable as it can accommodate many
applications utilizing different input modalities while achieving high performance and small
storage overhead.

4.4.4 Generalisability

We now investigate the generalisability of our multitasking system on new models/datasets
and different network architectures unseen during the codebook learning phase of the
offline component. Specifically, we evaluate whether YONO can achieve high accuracy on

78



CHAPTER 4. BRINGING ON-DEVICE ML FROM EDGE TO
MICROCONTROLLERS: YONO

Table 4.4: Summary of datasets, model architectures, mobile applications used in Sec-
tion 4.4.4.

Modality Dataset Architecture Mobile Application

Image
FashionMNIST DS-CNN Object recognition

STL-10 DS-CNN Object recognition

Audio
EmotionSense Lightweight CNN Emotion recognition
UrbanSound DS-CNN Sound classification

IMU
PAMAP2 MicroNet-AD Activity recognition

Skoda MicroNet-AD Activity recognition

sEMG
Ninapro DB3 Lightweight CNN Gesture recognition
Ninapro DB6 MicroNet-AD Gesture recognition

the unseen models from new datasets using the same codebooks that are learned previously
(Section 4.4.3). This can be particularly useful since the learned codebooks of YONO can
still be utilised to compress unseen models in different network architectures from new
datasets without learning new codebooks again whenever a user wants to incorporate a
new task/dataset into the system. Also, note that since the codebooks are not modified,
the reported results in Section 4.4.3 are not affected, ensuring high accuracy on previous
datasets. Then, in Section 4.4.4, we select two new datasets in each of the four modalities
for a robust evaluation.

Datasets. In total, we add eight new datasets: two image datasets (1) FashionMNIST [254],
(2) STL-10 [255], and two audio datasets (3) EmotionSense [15], (4) UrbanSound [240],
and two HAR datasets (5) PAMAP2 [230], (6) Skoda [231], and lastly two sEMG datasets
(7) Ninapro DB3 [234] and (8) Ninapro DB6 [256]. These are widely used real-world
application datasets corresponding to classification problem as follows: (1) ten fashion
items, (2) ten generic objects, (3) five emotions, (4) ten environmental sounds, (5) 12
activities, (6) ten activities, (7) ten gestures of amputees, (8) seven gestures of ordinary
people, respectively.

Model Architecture. To demonstrate that YONO can effectively address new network
architectures that were not shown during the offline codebook learning phase, we include
another widely used architecture, DS-CNN [98], in our work. Then, we follow the same
hyper-parameter search process as described in Section 4.4.2. Table 4.4 summarises the
identified network architectures for each dataset and its associated mobile application.

Accuracy. Note that we exclude PQ-S as it needs to learn PQ codebooks on a given
dataset and then perform network finetuning on the given dataset. However, in this
scenario, the system needs to adapt to new (unseen) datasets. This point makes the
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Figure 4.5: The inference accuracy of the heterogeneous MTL systems applied to unseen
datasets of four modalities. Reported results are averaged over five trials, and standard-
deviation intervals are depicted.

scenario particularly challenging since an MTL system needs to incorporate unseen datasets
and network architectures. Nonetheless, an MTL system that can address this challenge
could become very useful in practice since it is adaptable.

To begin with, Figure 4.5 shows the accuracy results on the eight unseen datasets with
diverse network architectures. 8-bit quantisation presents a moderate error rate of 2.5%
similar to the results in Section 4.4.2 and Section 4.4.3 as the current evaluation setup
does not make a difference for the single model compression approach. Conversely, PQ-M
shows a substantial accuracy drop (9.4%) compared to the original model, which is worse
than the previous two scenarios where it obtained error rates of 4.3% and 4.2%. In fact,
on one dataset (Ninapro DB6), PQ-M shows a 33.0% error rate. Although PQ-MOpt
improves upon PQ-M, the amount of improvement is small. PQ-MOpt shows a 8.4%
accuracy drop on average compared to the original model. Also, for Ninapro DB6, the
accuracy of PQ-MOpt shows a sharp decrease of 28.1% compared to the original model,
demonstrating the difficulty of this scenario. Surprisingly, however, YONO does not
experience a considerable accuracy loss. It shows only 0.6% accuracy loss on average.
Besides, YONO shows a low variance of accuracy loss across the employed datasets. In
fact, YONO even improves upon the accuracy of uncompressed models for some datasets
such as EmotionSense, Skoda, and Ninapro DB6. These results highlights that YONO is
capable of retaining the accuracy of original models even in the most challenging scenario
of incorporating unseen datasets and architectures.
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Table 4.5: The compression efficiency and average accuracy of the heterogeneous MTL
systems applied to unseen datasets of four modalities.

Int8 PQ-M PQ-MOpt YONO Original

Ratio 2.80× 13.60× 13.60× 12.37× 1×
Size 1.47 MB 0.30 MB 0.30 MB 0.33 MB 4.11 MB

Accuracy 85.8% 78.8% 79.8% 87.6% 88.3%

Compression Efficiency. The compression results for heterogeneous models with eight
unseen datasets are shown in Table 4.5. The size of the uncompressed models is the
largest, 4.11 MB, in this setup compared to Section 4.4.2 and Section 4.4.3. YONO
shows an impressive compression ratio of 12.37× and require storage size of 0.33 MB after
compressing eight heterogeneous networks. It is worth noting that we included a new
network architecture that YONO did not learn during its offline codebook learning phase.
Yet, YONO successfully compress different architectures with an even higher compression
rate (11.57× in Section 4.4.2 and 11.77× in Section 4.4.3) without loss of accuracy on all
the unseen datasets.

In summary, the results here hint that YONO can effectively compress different het-
erogeneous models trained on unseen datasets without losing accuracy and demonstrate
the generalisability of YONO’s codebooks and the effectiveness of the proposed network
optimisation and optimisation heuristics.

4.4.5 Evaluation on In-Memory Execution and Model Swapping
Framework on MCUs

We finally examine the run-time performance of the online component of YONO, the
in-memory execution and model swapping framework, introduced in Section 4.2.6. In
specific, we evaluate the latency and energy consumption of model execution and model
swapping of YONO on an MCU. Also, we include an alternative approach to YONO as
a baseline that relies on an external SD card as a secondary storage device for storing
heterogeneous networks and on in-memory execution similar to YONO. We employ the
same datasets used in the previous subsections. In Figures 4.6 and 4.7, we report the
results of upper bound (i.e., slowest or the most energy-consuming) and lower bound (i.e.,
fastest or the least energy-consuming) to show the range of latency and energy consumption
of YONO and the baseline based on the identified network architectures trained on the
datasets in Section 4.4.2-Section 4.4.4 (see Tables 4.1 and 4.4). We use a MicroNet-AD
model based on CIFAR-10 as upper bound and a lightweight CNN model based on Ninapro
DB2 as lower bound. Although results for other models and datasets are omitted, they
reside within the reported latency and energy consumption as in Figures 4.6 and 4.7.
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Figure 4.6: The model execution and loading/switching time of YONO and the baseline.

Latency. We measure the latency of the model execution and model loading/swap by
using MBed Timer API, as shown in Figure 4.6. In terms of execution time, both YONO
and the baseline show a swift execution time (16-160 ms per inference) that can be useful
in practice, and there is no meaningful latency difference between them since both rely
on in-memory execution. However, for model loading/swap time, YONO accelerates the
model switching. YONO reduces model loading/swap time by 93.3% (370 ms vs. 24.9
ms) in a MicroNet-AD model based on CIFAR-10 and 94.5% (51.0 ms vs. 2.8 ms) in a
lightweight CNN model based on Ninapro DB2 compared to the baseline. Note that we
did not conduct a direct comparison on-device with the prior work [189] since its source
code is not shared and the used MCUs for experiments are not the same.

Energy Consumption. We measure the energy consumption of model execution and
loading/swap on the MCU using YONO and the baseline, as shown in Figure 4.7. We
use the Tenma 72-7720 digital multimeter to measure the power consumption and then
compute the energy consumption over time taken for each operation (i.e., inference and
model loading). Similar to the latency result, the energy consumption for executing models
does not show the difference as explained above. However, for the model loading/swap
task, YONO decreases energy consumption by at minimum 93.9% (82.7 mJ vs. 5.1 mJ in
a MicroNet-AD model on CIFAR-10) and at maximum 95.0% (11.4 mJ vs. 0.6 mJ in a
lightweight CNN model on Ninapro DB2) compared to the baseline.

To summarise, the results demonstrate that YONO enables fast (low latency) and efficient
(low energy footprints) model execution and loading/swap on an extremely resource-limited
IoT device, MCU.
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Figure 4.7: The energy consumption of model execution and loading/switching of YONO
and the baseline.

4.5 Discussion

Impact on Heterogeneous MTL Systems. YONO represents the first framework
that can compress multiple heterogeneous models and be applicable to unseen datasets.
Also, YONO ensures negligible or no loss of accuracy in compressing many different
models (architecture) on multiple datasets. This is achieved by only one pair of PQ-based
codebooks, our novel optimisation procedure, and heuristics. Thus, we envisage that
YONO could become a practical system to deploy heterogeneous MTL systems on various
embedded devices and platforms in many real-world applications in the future. We leave
the wide deployment and performance evaluation of YONO on other embedded platforms
under real-world application scenarios as future work.

Application Scenario. Let us consider an example of a real-world application. Given an
intelligent authentication system for a smart home, the system would need to detect tenants’
identification based on images and voice (image classification and voice recognition). Then,
the system could take voice commands as inputs from the identified tenant (e.g., keyword
spotting). This simple application scenario already needs three different models, which
could satisfy the necessity of a heterogeneous MTL system, YONO.

Generalisability of YONO. In Section 4.4, we have demonstrated that YONO can
incorporate heterogeneous models and datasets (four different modalities) consisting of 15
datasets (i.e., seven datasets for learning codebooks in Section 4.4.3 and the other eight
unseen datasets in Section 4.4.4), which shows that YONO is a generalisable framework.
Other datasets and network architectures (e.g., LSTMs [8] and CNNs with large-sized
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kernels like 5x5 or 7x7) that can be employed and tested on YONO are left as future work.

Limitation. To enable model switching during the runtime, we design YONO to load
the model in the main memory instead of the storage of an MCU. However, since SRAM
is a limited on-chip resource and typically smaller than eFlash, our design choice may
limit the applicability of YONO, especially for low-end MCUs with smaller SRAM sizes
such as 128 KB. Therefore, it would be worthwhile to further investigate memory-efficient
ways to reduce the required main memory space for model execution while enabling the
model switching at run time. Better usage of FlatBuffer serialisation format to hold model
weights can be interesting future work since the weights of a model takes the majority of
the space.

4.6 Conclusions

In this chapter, we have presented an efficient MTL system, YONO, that compresses
multiple heterogeneous models through PQ codebooks, our novel network optimisation
and heuristics. First, we implemented YONO’s offline component on a server and its
online component on a critically resource-constrained MCU. Then, we demonstrated its
effectiveness and efficiency. YONO compresses multiple heterogeneous models up to
12.37× with minimal or near to no accuracy loss. Interestingly, YONO can successfully
compress models trained with datasets unseen during its offline codebook learning phase.
Finally, YONO’s online component enables an efficient in-memory model execution and
loading/swap with low latency and energy footprints on an MCU. We envision that
methods developed for YONO and our research findings could pave the way to deploy
practical heterogeneous multi-task deep learning systems on various embedded devices in
the near future.
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Chapter 5

Bringing On-Device ML from Edge
to Microcontrollers: TinyTrain

5.1 Introduction

In the previous chapter, we have designed and developed the ML system tailored for
MCUs with extreme resource constraints by enabling efficient execution of different ML
models for real-world applications supporting multiple tasks. In this chapter, we propose
the joint optimisation of data, memory, and computation to enable on-device training
on (extremely) resource-constrained devices. Specifically, on-device training of DNNs on
edge devices has the potential to enable diverse real-world applications to dynamically
adapt to new tasks [29] and different (i.e. cross-domain/out-of-domain) data distributions
from users (e.g. personalisation) [18], without jeopardising privacy over sensitive data
(e.g. healthcare) [22].

Despite its benefits, several challenges hinder the broader adoption of on-device training
(refer to Chapter 1 for more details). Firstly, labelled user data are neither abundant
nor readily available in real-world IoT applications. Secondly, edge devices are often
characterised by severely limited memory. With the forward and backward passes of DNN
training being significantly memory-hungry, there is a mismatch between memory require-
ments and memory availability at the edge. Even architectures tailored to microcontroller
units (MCUs), such as MCUNet [251], require almost 1 GB of peak training-time memory
(see Table 5.2), which far exceeds the RAM size of widely used embedded devices, such as
Raspberry Pi Zero 2 (512 MB), and commodity MCUs (1 MB). Lastly, on-device training
is limited by the constrained processing capabilities of edge devices, with training requiring
at least 3× more computation (i.e. multiply-accumulate (MAC) count) than inference [24].
This places an excessive burden on tiny edge devices that host less powerful processors,
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compared to server-grade CPUs and GPUs [44].

Despite the growing effort towards on-device training, the current methods have important
limitations as we discussed thoroughly in Section 2.4.

1. The common approach of fine-tuning only the last layer [37, 38] leads to considerable
accuracy loss (≥10%) that far exceeds the typical drop tolerance.

2. Recomputation-based memory-saving techniques [22, 41, 42, 43] that trade-off more
operations for lower memory usage incur significant computation overhead, further
aggravating the already excessive on-device training time.

3. Sparse-update methods [44, 215, 216, 217, 218] selectively update only a subset of lay-
ers (and channels) during on-device training, reducing both memory and computation
loads. Nonetheless, as shown in Section 5.3.2, these approaches show either drastic
accuracy drops up to 7.7% for SparseUpdate [44] or small memory/computation
reduction of 1.5-3× for p-Meta [217] and TinyTL [215] over fine-tuning the entire
DNN when applied at the edge where data availability is low. Additionally, these
methods require running a few thousands of computationally heavy searches [44],
pruning processes [216], or pre-selecting layers to be updated [218] on powerful
GPUs to identify important layers/channels for each target dataset during the offline
stage before deployment, and they are hence unable to dynamically adapt to the
characteristics of user data.

To address the aforementioned challenges and limitations, we present TinyTrain, the first
approach that fully enables compute-, memory-, and data-efficient on-device training
on constrained edge devices. TinyTrain departs from the static configuration of the
sparse-update policy, i.e. with the subset of layers and channels to be fine-tuned remaining
fixed, and proposes task-adaptive sparse update. Our task-adaptive sparse update requires
running only once for each target dataset and can be efficiently executed on resource-
constrained edge devices. This enables us to adapt the layer/channel selection in a
task-adaptive manner, leading to better on-device adaptation and higher accuracy.

Specifically, we introduce a novel resource-aware multi-objective criterion that captures
both the importance of channels and their computational and memory cost to guide the
layer/channel selection process. Then, at run time, we propose dynamic layer/channel
selection that dynamically adapts the sparse update policy using our multi-objective
criterion. Considering both the properties of user data, and the memory and processing
capacity of the target device, TinyTrain enables on-device training with a significant
reduction in memory and computation while ensuring high accuracy over the SOTA [44].

To further address the drawbacks of data scarcity, TinyTrain enhances the conventional
on-device training pipeline by means of a few-shot learning (FSL) pre-training scheme;
this step meta-learns a reasonable global representation that allows on-device training to
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Figure 5.1: Cross-domain accuracy (y-axis) and compute cost in MAC count (x-axis) of
TinyTrain and existing methods, targeting ProxylessNASNet on Meta-Dataset. The radius
of the circles and the corresponding text denote the increase in the memory footprint of
each baseline over TinyTrain. The dotted line represents the accuracy without on-device
training.

be sample-efficient and reach high accuracy despite limited and cross-domain target data.

Figure 5.1 presents a comparison of our method’s performance with existing on-device
training approaches. TinyTrain achieves the highest accuracy, with gains of 3.6-5.0%
over fine-tuning the entire DNN, denoted by FullTrain. On the compute front, TinyTrain
significantly reduces the memory footprint and computation required for backward pass
by up to 1,098× and 7.68×, respectively. TinyTrain further outperforms the SOTA
SparseUpdate method in all aspects, yielding: (a) 2.6-7.7% accuracy gain across nine
datasets; (b) 1.59-2.23× reduction in memory; and (c) 1.52-1.82× lower computation costs.

Finally, we demonstrate how our work makes important steps towards efficient training
on highly constrained edge devices by deploying TinyTrain on Raspberry Pi Zero 2 and
Jetson Nano. We show that our multi-objective criterion can be efficiently computed
within 20-35 seconds on both target edge devices (i.e. 3.4-3.8% of the total training time of
TinyTrain), eliminating the need of an expensive offline search process for layers/channel
selection. Also, TinyTrain achieves end-to-end on-device training in 10 minutes, an order
of magnitude speedup over the two-hour training of FullTrain on Pi Zero 2.
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Figure 5.2: Overview of TinyTrain. It consists of (1) the offline pre-training and (2) the
online adaptive learning stages. In (1), TinyTrain pre-trains and meta-trains DNNs to
improve the attainable accuracy when only a few data are available for adaptation. Then, in
(2), TinyTrain performs task-adaptive sparse update based on the multi-objective criterion
and dynamic layer/channel selection that co-optimises both memory and computations.

This work paves the way, for the first time, to performing on-device training with accept-
able performance on a variety of resource-constrained devices, such as MCU-grade IoT
frameworks.

5.2 Methodology

Problem Formulation. From a learning perspective, on-device DNN training at the
data-scarce edge imposes unique characteristics that the model needs to address during
deployment, primarily: (1) unseen target tasks with different data distributions (cross-
domain), (2) scarce labelled user data (Section 5.2.1), and (3) minimisation of compute
and memory resource consumption (Section 5.2.2). To formally capture this setting, in this
work, we cast it as a cross-domain few-shot learning (CDFSL) problem. In particular, we
formulate it as K-way-N-shot learning [138] which allows us to accommodate more general
scenarios instead of optimising towards one specific CDFSL setup (e.g. 5-way 5-shots).
This formulation requires us to learn a DNN for K classes given N samples per class. To
further push towards realistic scenarios, we learn one global DNN representation from
various K and N , which can be used to learn novel tasks (see Section 5.3.1 for details).

Our Pipeline. Figure 5.2 shows the processing flow of TinyTrain comprising two
stages. The first stage is offline learning (Section 5.2.1). By means of pre-training
and meta-training, TinyTrain aims to find an informed weight initialisation, such that
subsequently the model can be rapidly adapted to the user data with only a few samples
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(5-30), drastically reducing the burden of manual labelling and the overall training time
compared to state of the art methods. The second stage is online learning (Section 5.2.2).
This stage takes place on the target edge device, where TinyTrain utilises its task-adaptive
sparse-update method to selectively fine-tune the model using the limited user-specific,
cross-domain target data, while minimising the memory and compute overhead.

5.2.1 Few-Shot Learning-Based Pre-training

The vast majority of existing on-device training pipelines optimise certain aspects of
the system (i.e. memory or compute) via memory-saving techniques [22, 41, 42, 43] or
fine-tuning a small set of layers/channels [37, 38, 44, 215, 216]. However, these methods
neglect the aspect of sample efficiency in the low-data regime of tiny edge devices. As
the availability of labelled data is severely limited at the edge, existing on-device training
approaches suffer from insufficient learning capabilities under such conditions.

In our work, we depart from the transfer-learning paradigm (i.e. DNN pre-training on
source data, followed by fine-tuning on target data) of existing on-device training methods
that are unsuitable to the very low data regime of edge devices. Building upon the insight
of recent studies [36] that transfer learning does not reach a model’s maximum capacity
on unseen tasks in the presence of only limited labelled data, we augment the offline stage
of our training pipeline as follows. Starting from the pre-training of the DNN backbone
using a large-scale public dataset, we introduce a subsequent meta-training process that
meta-trains the pre-trained DNN given only a few samples (5-30) per class on simulated
tasks in an episodic fashion. As shown in Section 5.3.3, this approach enables the resulting
DNNs to perform more robustly and achieve higher accuracy when adapted to a target
task despite the low number of examples, matching the needs of tiny edge devices. As a
result, our few-shot learning (FSL)-based pre-training constitutes an important component
to improve the accuracy given only a few samples for adaptation, reducing the training
time while improving data and computation efficiency. Thus, TinyTrain alleviates the
drawbacks of current work, by explicitly addressing the lack of labelled user data, and
achieving faster training and lower accuracy loss.

Pre-training. For the backbones of our models, we employ feature extractors of different
DNN architectures as in Section 5.3.1. These feature backbones are pre-trained with a
large-scale image dataset, e.g. ImageNet [257].

Meta-training. For the meta-training phase, we employ the metric-based ProtoNet [133],
which has been demonstrated to be simple and effective as an FSL method. ProtoNet
computes the class centroids (i.e. prototypes) for a given support set and then performs
nearest-centroid classification using the query set. Specifically, given a pre-trained feature
backbone f that maps inputs x to an m-dimensional feature space, ProtoNet first computes
the prototypes ck for each class k on the support set as ck = 1

Nk

∑
i:yi=k f(xi), where
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Figure 5.3: Memory- and compute-aware analysis of MCUNet by updating four different
channel ratios on each layer. (a) Accuracy gain per layer is generally highest on the first
layer of each block. (b) Accuracy gain per parameter of each layer is higher on the second
layer of each block. (c) Accuracy gain per MACs of each layer has peaked on the second
layer of each block. These observations show accuracy, memory footprint, and computes
in a trade-off relation.

Nk =
∑

i:yi=k 1 and y are the labels. The probability of query set inputs x for each class k
is then computed as:

p(y = k|x) =
exp(−d(f(x), ck))∑
j exp(−d(f(x), cj))

(5.1)

We use cosine distance as the distance measure d similarly to Hu et al. [36]. Note
that ProtoNet enables the various-way-various-shot setting since the prototypes can be
computed regardless of the number of ways and shots. The feature backbones are meta-
trained with MiniImageNet [2], a commonly used source dataset in CSFSL, to provide a
weight initialisation generalisable to multiple downstream tasks in the subsequent online
stage (see Section 5.3.3 for meta-training cost analysis).

5.2.2 Task-Adaptive Sparse Update

Existing FSL pipelines generally focus on data and sample efficiency and attend less to
system optimisation [36, 129, 130, 133, 138], rendering most of these algorithms unde-
ployable for the edge, due to high computational and memory costs. In this context,
sparse update [44, 216], which dictates that only a subset of essential layers and channels
are to be trained, has emerged as a promising paradigm for making training feasible on
resource-constrained devices.

Two key design decisions of sparse-update methods are i) the scheme for determining
the sparse-update policy, i.e. which layers/channels should be fine-tuned, and ii) how
often should the sparse-update policy be modified. In this context, a SOTA method,
such as SparseUpdate [44], is characterised by important limitations. First, it casts the
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Figure 5.4: The pairwise comparison between our dynamic channel selection and static
channel selections (i.e. Random and L2-Norm) on MCUNet. The dynamic channel
selection consistently outperforms static channel selections as the accuracy gain per layer
differs by up to 8%. Also, the gap between dynamic and static channel selections increases
as fewer channels are selected for updates.

layer/channel selection as an optimisation problem that aims to maximise the accuracy
gain subject to the memory constraints of the target device. However, as the optimisation
problem is combinatorial, SparseUpdate solves it offline by means of a heuristic evolutionary
algorithm that requires a few thousand trials. Second, as the search process for a good
sparse-update policy is too costly, it is practically infeasible to dynamically adjust the
sparse-update policy whenever new target datasets are given, leading to performance
degradation.

Multi-Objective Criterion. With resource constraints being at the forefront in tiny edge
devices, we investigate the trade-offs among accuracy gain, compute and memory cost. To
this end, we analyse each layer’s contribution (i.e. accuracy gain) on the target dataset by
updating a single layer at a time, together with cost-normalised metrics, including accuracy
gain per parameter and per MAC operation (i.e. Accuracy gain divided by the number of
parameters and MACs of each layer). Figure 5.3 shows the results of MCUNet [251] on
the Traffic Sign [258] dataset. We make the following observations: (1) the peak point
of accuracy gain occurs at the first layer of each block (pointwise convolutional layer)
(Figure 5.3a), (2) the accuracy gain per parameter and computation cost occurs at the
second layer of each block (depthwise convolutional layer) (Figures 5.3b and 5.3c). These
findings indicate a non-trivial trade-off between accuracy, memory, and computation,
demonstrating the necessity for an effective and resource-aware layer/channel selection for
on-device training that jointly considers all the aspects.

To encompass both accuracy and efficiency aspects, we design a multi-objective criterion
for the layer selection process of our task-adaptive sparse-update method. To quantify the
importance of channels and layers on the fly, we propose the use of Fisher information
on activations [39, 259, 260], often used to identify less important channels/layers for
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pruning [259]. In addition, Turner et al. [261] demonstrated that the summation of the
Fisher information on channel activations for a whole block (consisting of several layers) is
a useful metric in identifying effective blocks in architecture search, whereas we use it as a
proxy for identifying with fine granularity the more important layers/channels for weight
update. Formally, given N examples of target inputs, the Fisher information ∆o can be
calculated after backpropagating the loss L with respect to activations a of a layer:

∆o =
1

2N

N∑
n

(
D∑
d

andgnd)
2 (5.2)

where gradient is denoted by gnd and D is feature dimension of each channel (e.g. D =
H ×W of height H and width W ). We obtain the Fisher potential P for a whole layer by
summing ∆o for all activation channels as: P =

∑
o ∆o.

Having established the importance of channels in each layer, we define a new multi-objective
metric s that jointly captures importance, memory footprint and computational cost:

si =
Pi

∥Wi∥
max
l∈L

(∥Wl∥)
× Mi

max
l∈L

(Ml)

(5.3)

where ∥Wi∥ and Mi represent the number of parameters and multiply-accumulate (MAC)
operations of the i-th layer and are normalised by the respective maximum values
max
l∈L

(∥Wl∥) and max
l∈L

(Ml) across all layers L of the model. This multi-objective met-

ric enables TinyTrain to rank different layers and prioritise the ones with higher Fisher
potential per parameter and per MAC during layer selection. Further, since TinyTrain
can obtain multi-objective metric efficiently by calculating the Fisher potential only once
for each target dataset as detailed below, TinyTrain effectively alleviates the burdens of
running the computationally heavy search processes a few thousand times.

Dynamic Layer/Channel Selection. We now present our dynamic layer/channel
selection scheme, the second component of our task-adaptive sparse update, that runs
at the online learning stage (i.e. deployment and meta-testing phase). Concretely, with
reference to Algorithm 4, when a new on-device task needs to be learned (e.g. a new
user or dataset), the sparse-update policy is modified to match its properties (lines 1-4).
Contrary to the existing layer/channel selection approaches that remain fixed across tasks,
our method is based on the key insight that different features/channels can play a more
important role depending on the target dataset/task/user. As shown in Section 5.3.3,
effectively tailoring the layer/channel selection to each task leads to superior accuracy
compared to the pre-determined, static layer selection scheme of SparseUpdate, while
further minimising system overheads.
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As an initialisation step, TinyTrain is first provided with the memory and computation
budget determined by hardware and users, e.g. around 1 MB and 15% of total MACs
can be given as backward-pass memory and computational budget. Then, we calculate
the Fisher potential for each convolutional layer using the given inputs of a target task
(lines 1-2). Then, based on our multi-objective criterion (Eq. (5.3)) (line 3), we score each
layer and progressively select as many layers as possible without violating the memory
constraints (imposed by the memory usage of the model, optimiser, and activations
memory) and resource budgets (imposed by users and target hardware) on an edge device
(line 4). Formally, our dynamic layer selection aims to find layer indices i that optimise
the following:

max|Lsel|, where Lsel ⊂ L
s.t. si ≥ sj ∀i ∈ Lsel ∀j ∈ L

MemoryCost(Lsel) ≤ Bmem,

ComputeCost(Lsel) ≤ Bcompute

where L is the set of all layers in the target neural network, Lsel is the set of selected layers,
si is the value of our multi-objective metric (Section 5.2.2) for the i-th layer, and Bcompute

and Bmem are the compute and memory budgets, respectively, also shown in Algorithm 4.
The overall objective is to find the maximum number of layer indices i with the highest
multi-objective score si with respecting the compute and memory constraints.

After having selected layers, within each selected layer, we identify the top-K most
important channels to update. Formally, our dynamic channel selection aims to find
indices c for each layer i ∈ Lsel that optimise the following:

max
Ci,sel⊂Ci

∑
c∈Ci,sel

∆o,c

s.t. |Ci,sel| = K

where Ci is the set of channel indices for the i-th layer, Ci,sel is the set of selected channels,
∆o,c is the Fisher information for the c-th channel that was precomputed during the
initialisation step (line 4). The overall objective is, for each selected layer i ∈ Lsel, to
find the top-K channels with the highest Fisher information. Note that the overhead
of our dynamic layer/channel selection is minimal, which takes only 20-35 seconds on
edge devices (refer to Sections 5.3.2 and 5.3.3 for more analysis). Having finalised the
layer/channel selection, we proceed with their sparse fine-tuning of the meta-trained DNN
during meta-testing (see below for detailed procedures). As in Figure 5.4 (MCUNet on
Traffic Sign), dynamically identifying important channels for an update for each target task
outperforms the static channel selections such as random- and L2-Norm-based selection.
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Algorithm 4: Online learning stage of TinyTrain

Input: Meta-trained backbone weights W , Iterations k, Train data Dtrain,
Test data Dtest, Memory and compute budgets Bmem, Bcompute

/* - - - Dynamic Layer / Channel Selection - - - */
1 Compute the gradient using the given samples Dtrain

2 Compute the Fisher potential using Eq. (5.2) from the Fisher information
3 Compute our multi-objective metric s using Eq. (5.3)
4 Perform the dynamic layer & channel selection using {W, s,Bmem, Bcompute}

/* - - - Perform sparse fine-tuning - - - */
5 for t = 1, ..., k do
6 Update the selected layers/channels using Dtrain

7 Evaluate the fine-tuned backbone using Dtest

Fine-tuning Procedure during Meta-Testing Our fine-tuning procedure during the
meta-testing phase is similar to that of [36, 137, 262]. First of all, as the support set is the
only labelled data during meta-testing, prior works [137, 262] fine-tune the models using
only the support set. For [36], it first uses data augmentation with the given support set to
create a pseudo query set. After that, it uses the support set to generate prototypes and
the pseudo query set to perform backpropagation using Eq. 5.1. Differently from [137, 262],
the fine-tuning procedure of [36] does not need to compute prototypes and gradients
using the same support set using Eq. 5.1. However, Hu et al. [36] simply fine-tune the
entire DNNs without memory-and compute-efficient on-device training techniques, which
becomes one of our baselines, FullTrain requiring prohibitively large memory footprint
and computation costs to be done on-device during deployment. In our work, for all
the on-device training methods including TinyTrain, we adopt the fine-tuning procedure
introduced in [36]. However, we extend the vanilla fine-tuning procedure with existing
on-device training methods (i.e. LastLayer, TinyTL, SparseUpdate, which serve as the
baselines of on-device training in our work) so as to improve the efficiency of on-device
training on the extremely resource-constrained devices.

Overall, our task-adaptive sparse update facilitates TinyTrain to achieve superior accuracy,
while further minimising the memory and computation cost by co-optimising both system
constraints, thereby enabling memory- and compute-efficient training at the data-scarce
edge.
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Table 5.1: Top-1 accuracy results of TinyTrain and the baselines. TinyTrain achieves the
highest accuracy with three DNN architectures on nine cross-domain datasets.

Model Method Traffic Omniglot Aircraft Flower CUB DTD QDraw Fungi COCO Avg.

MCUNet

None 35.5 42.3 42.1 73.8 48.4 60.1 40.9 30.9 26.8 44.5
FullTrain 82.0 72.7 75.3 90.7 66.4 74.6 64.0 40.4 36.0 66.9
LastLayer 55.3 47.5 56.7 83.9 54.0 72.0 50.3 36.4 35.2 54.6
TinyTL 78.9 73.6 74.4 88.6 60.9 73.3 67.2 41.1 36.9 66.1
SparseUpdate 72.8 67.4 69.0 88.3 67.1 73.2 61.9 41.5 37.5 64.3

TinyTrain (Ours) 79.3 73.8 78.8 93.3 69.9 76.0 67.3 45.5 39.4 69.3

None 39.9 44.4 48.4 81.5 61.1 70.3 45.5 38.6 35.8 51.7
FullTrain 75.5 69.1 68.9 84.4 61.8 71.3 60.6 37.7 35.1 62.7

Mobile LastLayer 58.2 55.1 59.6 86.3 61.8 72.2 53.3 39.8 36.7 58.1
NetV2 TinyTL 71.3 69.0 68.1 85.9 57.2 70.9 62.5 38.2 36.3 62.1

SparseUpdate 77.3 69.1 72.4 87.3 62.5 71.1 61.8 38.8 35.8 64.0

TinyTrain (Ours) 77.4 68.1 74.1 91.6 64.3 74.9 60.6 40.8 39.1 65.6

None 42.6 50.5 41.4 80.5 53.2 69.1 47.3 36.4 38.6 51.1
FullTrain 78.4 73.3 71.4 86.3 64.5 71.7 63.8 38.9 37.2 65.0

Proxyless LastLayer 57.1 58.8 52.7 85.5 56.1 72.9 53.0 38.6 38.7 57.0
NASNet TinyTL 72.5 73.6 70.3 86.2 57.4 71.0 65.8 38.6 37.6 63.7

SparseUpdate 76.0 72.4 71.2 87.8 62.1 71.7 64.1 39.6 37.1 64.7

TinyTrain (Ours) 79.0 71.9 76.7 92.7 67.4 76.0 65.9 43.4 41.6 68.3

5.3 Evaluation

5.3.1 Experimental Setup

We briefly explain our experimental setup in this subsection.

Datasets. We use MiniImageNet [2] as the meta-train dataset, following the same setting
as prior works on cross-domain FSL [36, 138]. For meta-test datasets (i.e. target datasets
of different domains than the source dataset of MiniImageNet), we employ all nine out-of-
domain datasets of various domains from Meta-Dataset [138], excluding ImageNet because
it is used to pre-train the models before deployment, making it an in-domain dataset.
Extensive experimental results with nine different cross-domain datasets showcase the
robustness and generality of our approach to the challenging CDFSL problem.

Architectures. Following Lin et al. [44], we employ three DNN architectures: MCUNet [251],
MobileNetV2 [154], and ProxylessNAS [159]. The models are pre-trained with ImageNet
and optimised for resource-limited IoT devices by adjusting width multipliers. Specifically,
the backbones of MCUNet (using the 5FPS ImageNet model), MobileNetV2 (with the 0.35
width multiplier), and ProxylessNAS (with a width multiplier of 0.3) have 23M, 17M, 19M
MACs and 0.48M, 0.25M, 0.33M parameters, respectively. Note that MACs are calculated
based on an input resolution of 128× 128 with an input channel dimension of 3.

Evaluation. To evaluate the CDFSL performance, we sample 200 tasks from the test split
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for each dataset. Then, we use testing accuracy on unseen samples of a new-domain target
dataset. Following Triantafillou et al. [138], the number of classes and support/query
sets are sampled uniformly at random regarding the dataset specifications. On the
computational front, we present the computation cost in MAC operations and the memory
usage. We measure latency and energy consumption when running end-to-end DNN
training on actual edge devices.

Baselines. We compare TinyTrain with the following five baselines: (1) None does not
perform any on-device training; (2) FullTrain [18] fine-tunes the entire model, representing
a conventional transfer-learning approach; (3) LastLayer [37, 38] updates the last layer only;
(4) TinyTL [215] updates the augmented lite-residual modules while freezing the backbone;
and (5) SparseUpdate of MCUNetV3 [44], is a SOTA method for on-device training that
statically pre-determines which layers and channels to update before deployment and then
updates them online.

System Implementation1 The offline component of our system is built on a Linux
server equipped with an Intel Xeon Gold 5218 CPU and NVIDIA Quadro RTX 8000 GPU.
This component is used to obtain the pre-trained model weights, i.e. pre-training and
meta-training. Then, the online component of our system is implemented and evaluated
on Pi Zero 2 and Jetson Nano. Pi Zero 2 is equipped with a quad-core 64-bit ARM
Cortex-A53 and limited 512 MB RAM. Jetson Nano has a quad-core ARM Cortex-A57
processor with 4 GB of RAM. Also, we do not use sophisticated memory optimisation
methods or compiler directives between the inference layer and the hardware to decrease
the peak memory footprint; such mechanisms are orthogonal to our algorithmic innovation
and may provide further memory reduction on top of our task-adaptive sparse update.

5.3.2 Main Results

Accuracy. Table 5.1 summarises accuracy results of TinyTrain and various baselines
after adapting to cross-domain target datasets, averaged over 200 runs. None attains
the lowest accuracy among all the baselines, demonstrating the importance of on-device
training when domain shift in train-test data distribution is present. LastLayer improves
upon None with a marginal accuracy increase, suggesting that updating the last layer is
insufficient to achieve high accuracy in cross-domain scenarios, likely due to final layer
limits in the capacity. FullTrain, serving as a strong baseline as it assumes unlimited
system resources, achieves high accuracy. TinyTL also yields moderate accuracy. However,
as both FullTrain and TinyTL require prohibitively large memory and computation for
training (as shown below), they remain unsuitable to operate on resource-constrained
devices.

TinyTrain achieves the best accuracy on most datasets and the highest average accuracy

1https://github.com/theyoungkwon/TinyTrain
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Table 5.2: Comparison of the memory footprint and computation cost for a backward
pass.

Model Method Memory Ratio Compute Ratio

MCUNet

FullTrain 906 MB 1,013× 44.9M 6.89×
LastLayer 2.03 MB 2.27× 1.57M 0.23×
TinyTL 542 MB 606× 26.4M 4.05×
SparseUpdate 1.43 MB 1.59× 11.9M 1.82×
TinyTrain (Ours) 0.89 MB 1× 6.51M 1×
FullTrain 1,049 MB 987× 34.9M 7.12×

Mobile LastLayer 1.64 MB 1.54× 0.80M 0.16×
NetV2 TinyTL 587 MB 552× 16.4M 3.35×

SparseUpdate 2.08 MB 1.96× 8.10M 1.65×
TinyTrain (Ours) 1.06 MB 1× 4.90M 1×
FullTrain 857 MB 1,098× 38.4M 7.68×

Proxyless LastLayer 1.06 MB 1.36× 0.59M 0.12×
NASNet TinyTL 541 MB 692× 17.8M 3.57×

SparseUpdate 1.74 MB 2.23× 7.60M 1.52×
TinyTrain (Ours) 0.78 MB 1× 5.00M 1×

across them, outperforming all the baselines including FullTrain, LastLayer, TinyTL, and
SparseUpdate by 3.6-5.0 percentage points (pp), 13.0-26.9 pp, 4.8-7.2 pp, and 2.6-7.7 pp,
respectively. This result demonstrates the effectiveness of our pipeline of FSL-based pre-
training and task-adaptive sparse updates. Also, it indicates that given the limited available
samples, fine-tuning the whole DNN (i.e. FullTrain) does not necessarily guarantee higher
performance in CDFSL tasks as similarly observed in prior work [137]. Instead, our
approach of identifying important parameters on the fly in a task-adaptive manner and
updating them could be more effective in preventing overfitting than FullTrain [263],
leading to superior accuracy.

Memory & Compute. We investigate the memory and computation costs to perform a
backward pass, which takes up the majority of the memory and computation of training [24,
205]. As shown in Table 5.2, we first observe that FullTrain and TinyTL consume significant
amounts of memory, ranging between 857-1,049 MB and 541-587 MB, respectively, i.e. up
to 1,098× and 692× more than TinyTrain, which exceeds the typical RAM size of IoT
devices, such as Pi Zero (e.g. 512 MB). Note that a batch size of 100 is used for these two
baselines as their accuracy degrades catastrophically with smaller batch sizes. Conversely,
the other methods, including LastLayer, SparseUpdate, and TinyTrain, use a batch size of
1 and yield a smaller memory footprint and computational cost. Importantly, compared
to SparseUpdate, TinyTrain enables on-device training with 1.59-2.23× less memory
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Figure 5.5: End-to-end latency and energy consumption of the on-device training methods
on three architectures.

and 1.52-1.82× less computation. This gain can be attributed to the multi-objective
criterion of TinyTrain’s sparse-update method, which co-optimises both memory and
computation. Note that evaluating our multi-criterion objective does not incur excessive
memory overhead.

End-to-End Latency and Energy Consumption. We now examine the run-time sys-
tem efficiency by measuring TinyTrain’s end-to-end training time and energy consumption.
To this end, we deploy TinyTrain and the baselines on constrained edge devices, Pi Zero
2 (Figure 5.5) and Jetson Nano (Table 5.4). To measure the overall on-device training
cost (excluding offline pre-training and meta-training), we include the time and energy
consumption: (1) to load a pre-trained model, and (2) to perform training using all the
samples (e.g. 25) for a certain number of iterations (e.g. 40), and (3) to perform dynamic
layer/channel selection for task-adaptive sparse update (only for TinyTrain).

TinyTrain yields 1.08-1.12× and 1.3-1.7× faster on-device training than SOTA on Pi
Zero 2 and Jetson Nano, respectively (see Tables 5.3 and 5.4). Also, Figure 5.5 shows
that TinyTrain completes an end-to-end on-device training process within 10 minutes, an
order of magnitude speedup over the two-hour training of conventional transfer learning,
FullTrain, on Pi Zero 2. Moreover, the latency of TinyTrain is shorter than all the
baselines except for that of LastLayer which only updates the last layer but suffers from
high accuracy loss. In addition, TinyTrain shows a significant reduction in the energy
consumption (incurring 1.20-1.31kJ) compared to all the baselines, except for LastLayer,
similarly to the latency results.

Summary. Our results demonstrate that TinyTrain can effectively learn cross-domain
tasks requiring only a few samples, i.e. it generalises well to new samples and classes unseen
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Table 5.3: The end-to-end latency breakdown of TinyTrain and SOTA on Pi Zero 2.

Model Method Fisher Calculation (s) Run Time (s) Total (s) Ratio

MCUNet
SparseUpdate 0.0 607 607 1.12×
TinyTrain (Ours) 18.7 526 544 1×

MobileNetV2
SparseUpdate 0.0 611 611 1.10×
TinyTrain (Ours) 20.1 536 556 1×

ProxylessNASNet
SparseUpdate 0.0 645 645 1.08×
TinyTrain (Ours) 22.6 575 598 1×

Table 5.4: The end-to-end latency breakdown of TinyTrain and SOTA on Jetson Nano.

Model Method Fisher Calculation (s) Run Time (s) Total (s) Ratio

MCUNet
SparseUpdate 0.0 1,189 1,189 1.3×
TinyTrain (Ours) 35.0 892 927 1×

MobileNetV2
SparseUpdate 0.0 1,282 1,282 1.5×
TinyTrain (Ours) 32.2 815 847 1×

ProxylessNASNet
SparseUpdate 0.0 1,517 1,517 1.7×
TinyTrain (Ours) 26.8 869 896 1×

during the offline learning phase. Furthermore, TinyTrain enables fast and data-efficient
on-device training on constrained IoT devices with significantly reduced memory footprint
and computational load.

5.3.3 Ablation Study and Analysis

Efficiency of Task-Adaptive Sparse Update. Our dynamic layer/channel selection
process takes only 20-35 seconds on our employed edge devices (i.e. Pi Zero 2 and Jetson
Nano), accounting for only 3.4-3.8% of the total training time of TinyTrain (see Tables 5.3
and 5.4). Our online selection process is 30× faster than SparseUpdate’s server-based
offline search, taking 10 minutes with abundant compute resources. This demonstrates
the efficiency of our task-adaptive sparse update (Section 5.2.2).

Impact of Meta-Training. We compare the accuracy between pre-trained DNNs with
and without meta-training using MCUNet. Figure 5.6a shows that meta-training improves
the accuracy by 0.6-31.8 pp over the DNNs without meta-training across all the methods.
For TinyTrain, offline meta-training increases accuracy by 5.6 pp on average. Note that
meta-training does not incur excessive overhead (see below for cost analysis of meta-
training). This result shows the impact of meta-training compared to conventional transfer
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Figure 5.6: The effect of (a) meta-training and (b) dynamic channel selection on MCUNet
averaged over nine cross-domain datasets.

learning, demonstrating the effectiveness of our FSL-based pre-training (Section 5.2.1).

Cost Analysis of Meta-Training. We analyse the cost of meta-training, one of the
major components of our FSL-based pre-training, in terms of the overall latency to
perform meta-training. TinyTrain ’s meta-training stage takes place offline (as illustrated
in Figure 5.2) on a server equipped with sufficient computing power and memory prior
to deployment on-device. In our experiments, the offline meta-training on MiniImageNet
takes around 5-6 hours across three architectures. However, note that this cost is small as
meta-training needs to be performed only once per architecture. Furthermore, this cost is
amortised by being able to reuse the same resulting meta-trained model across multiple
downstream tasks (different target datasets) and devices, e.g. Raspberry Pi Zero 2 and
Jetson Nano, while achieving significant accuracy improvements (refer to Table 5.1 and
Figure 5.6a).

Robustness of Dynamic Channel Selection. We compare the accuracy of TinyTrain
with and without dynamic channel selection, with the same set of layers to be updated
within strict memory constraints using MCUNet. This comparison shows how much
improvement is derived from dynamically selecting important channels based on our
method at deployment time. Figure 5.6b shows that dynamic channel selection increases
accuracy by 0.8-1.7 pp and 1.9-2.5 pp on average compared to static channel selection
based on L2-Norm and Random, respectively. In addition, given a more limited memory
budget, our dynamic channel selection maintains higher accuracy than static channel
selection. Our ablation study reveals the robustness of the dynamic channel selection of
our task-adaptive sparse-update (Section 5.2.2).
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Table 5.5: Top-1 accuracy results of TinyTrain based on different multi-objective criteria
and L2-Norm-based layer selection scheme. Three DNN architectures are used and accuracy
is averaged over nine cross-domain datasets.

Method MCUNet MobileNetV2 ProxylessNASNet

L2 Norm 67.9 62.5 62.6

Fisher Only 69.2 64.3 68.2
Fisher / Memory 68.6 63.5 67.5
Fisher / Compute 65.0 62.2 67.5

TinyTrain (Ours) 69.3 65.7 68.3

Impact of Each Component of Multi-Objective Criterion. We experimented
with a task-adaptive sparse update based on different versions of our multi-objective
criterion: (1) when only Fisher information is used, (2) Fisher information with memory
overhead, (3) Fisher information with computation overhead, (4) our final form, i.e. Fisher
information with memory and computation overheads. Table 5.5 shows that using metrics
based on (1) Fisher Only produces strong performance, achieving higher accuracy than (2)
and (3) and slightly lower accuracy than (4) our final metric form. This result indicates
that Fisher information is very effective in identifying important layers/channels. The
other metrics that consider one type of resource, i.e. either memory or computation,
show slightly lower final accuracy compared to (1) or (4) as they optimise primarily
towards one aspect of resource consumption. Finally, our proposed metric - leveraging all
three Fisher information, memory and computation - outperforms the other three metrics,
demonstrating the effectiveness of considering both the importance of layers/channels and
system resources.

Impact of Layer Selection Scheme. We compare a top-k layer selection scheme
such as an L2-Norm-based selection and TinyTrain. For L2-Norm-based layer selection,
a layer with the highest L2-norm of its weights is selected. We set the same memory
constraint used for TinyTrain (in Section 5.3.2) and compare their performance. As
shown in Table 5.5, compared to the L2-Norm-based layer selection scheme, our proposed
method improves the average accuracy by up to 2.0 pp, 5.1 pp, and 9.2 pp on average
for nine cross-domain datasets based on MCUNet, MobileNetV2, and ProxylessNASNet,
respectively. This demonstrates the effectiveness of our layer selection scheme.

5.4 Conclusion

In this chapter, we have developed the first realistic on-device training framework, Tiny-
Train, solving practical challenges in terms of data, memory, and compute constraints
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for edge devices. TinyTrain meta-learns in a few-shot fashion during the offline learning
stage and dynamically selects important layers and channels to update during deployment.
As a result, TinyTrain outperforms all existing on-device training approaches by a large
margin enabling fully on-device training on unseen tasks at the data-scarce edge. It allows
applications to generalise to cross-domain tasks using only a few samples and adapt to the
dynamics of the user devices and context.
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Chapter 6

Efficient Continual and On-Device
Training on Edge and
Microcontrollers

6.1 Introduction

Building on our thorough analysis of CL in mobile applications in Chapter 3, where
we identified rehearsal-based methods as superior for mobile sensing applications and
developed FastICARL to reduce computational costs and storage requirements, along
with our efficient techniques developed for resource-constrained MCUs in Chapters 4
and 5–specifically YONO’s model compression and TinyTrain’s pre-training and adaptive
learning expertise–we sought to advance CL in mobile computing. In this chapter, we
introduce several new innovations beyond these previous works, including a novel rehearsal-
based Meta CL approach, a CL-tailored compression module utilising both lossless and
lossy compression, and a hardware-aware system implementation optimised for devices
ranging from edge devices to MCUs with extremely limited resources. This integrated
approach enables efficient CL and on-device training across computing platforms previously
considered unsuitable for such advanced learning capabilities.

To this end, we investigate CL-tailored algorithm/software co-design and hardware-aware
systems that comprehensively address on-device resource requirements such as data,
memory, and computation. However, in real-world setups where deployed models need to
dynamically learn new tasks (i.e., new classes or inputs) from users [114] and adapt to
changing input distributions [18], existing learning approaches often fail due to resources
constraints on edge devices and the phenomenon of CF [27] as discussed in Chapter 3.

Recently, many CL approaches have been proposed as described in Section 2.2. As discussed
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Figure 6.1: Preliminary analysis of the prior Meta CL methods (i.e., ANML, OML+AIM,
ANML+AIM). (a) shows the CL accuracy degradation of the Meta CL methods after
learning c number of classes on CIFAR-100 [1]. (b) shows the memory footprint needed to
run the Meta CL methods on MiniImageNet [2] with a batch size of 8.

in Chapter 3 and prior works [7, 103, 104], rehearsal-based methods largely alleviate the
forgetting issue of learned models. Nonetheless, they are excessively data-hungry as they
require a large number of labelled samples to learn new information and to be stored as
rehearsal samples [29], incurring high computational and memory overheads to achieve
high CL performance.

Another research stream has recently attempted to utilise meta-learning [129] in CL to
address the problem of the scarce labelled data. A number of Meta CL methods [35,
139, 140] relying on a few samples of new classes to adapt and learn have been proposed.
However, Meta CL’s performance degrades when many classes are added during deployment,
leading to low scalability (refer to Figure 6.1a). Additionally, SOTA Meta CL methods,
OML+AIM and ANML+AIM [35], exhibit large memory footprint, easily exceeding the
RAM size on many embedded devices (e.g., 1 GB) (refer to Figure 6.1b). Furthermore,
we observed that the end-to-end latency of SOTA Meta CL methods to continually learn
multiple classes is computationally expensive. These aspects render prior Meta CL methods
unsuitable for deployment on resource-constrained devices. As such, there is an emerging
need for novel system design approaches that facilitate the broader deployment of CL
systems on various edge and IoT devices by reducing resource requirements of CL methods
without jeopardizing their accuracy.

To address the aforementioned limitations, we develop LifeLearner, the first hardware-
aware system that fully enables data-and memory-efficient CL on constrained edge and
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IoT devices. First, contrary to the existing Meta CL methods that primarily rely on
regularisation and suffer from accuracy loss, we introduce rehearsal-based Meta CL; we
co-design meta-learning with an efficient rehearsal strategy. This enables LifeLearner
to rapidly learn new classes using only a few samples while alleviating CF of already
learned classes upon deployment (Section 6.2.1). Second, we propose a CL-tailored
algorithm/software co-design approach that minimises on-device resource overheads of
CL. At the algorithmic level, we design a latent replay scheme, where rehearsal samples
are extracted from an intermediate layer of the target DNN instead of holding copies
of raw inputs. By strategically selecting the rehearsal layer for high compressibility, we
facilitate the subsequent compression of rehearsal samples, enabling their efficient storage
on-device. Besides, based on an observation that latent replays are sparse, we further
design a novel Compression Module that combines lossless compression to utilise sparsity
and lossy compression to yield a high compression rate, fast encoding and decoding,
and minimal resource usage (Section 6.2.2). Finally, we develop our hardware-aware
system by employing hardware-friendly optimisation techniques and considering the unique
characteristics of hardware (e.g., costly write operation on Flash memory of IoT devices
during runtime) to optimise the runtime efficiency of CL operations on-device (Section 6.3).

Our key contributions are as follows:

• A novel Meta CL method comprising a rehearsal strategy that alleviates CF and a
deployment-time inner-and outer-loop training structure. This approach achieves
both fast adaptation to new classes and refreshing of already learned classes. Life-
Learner achieves previously unattainable levels of on-device accuracy, outperforming
all existing Meta CL methods by 4.1-16.1% on image and audio datasets, while
remaining within 2.8% of an oracle.

• A new algorithm/software co-design method that co-optimises the rehearsal strategy
and the compression pipeline to significantly reduce the resource requirements of
CL and rehearsal samples. As a result, LifeLearner requires only 3.40–15.45 MB of
memory and obtains a compression rate of 11.4–178.7× compared to the SOTA Meta
CL method, ANML+AIM. This allows LifeLearner to run on edge devices, which
is impossible for current SOTA methods due to their large memory requirements
(>1.05 GB).

• Our hardware-aware system implementation successfully deploys LifeLearner on two
embedded devices (Jetson Nano and Raspberry Pi 3B+) and an MCU (STM32H747).
Through extensive experiments, we demonstrate that LifeLearner outperforms ex-
isting CL and Meta CL baselines in terms of latency and energy consumption.
Specifically, compared to ANML+AIM, LifeLearner achieves 80.8-94.2% lower end-
to-end latency and 80.9-94.2% lower energy consumption on Jetson Nano. Also, we
developed LifeLearner on an extremely resource-constrained IoT device, STM32H747
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Figure 6.2: The system overview. LifeLearner consists of the frozen/quantised feature
extractor, the continually learned classifier, and the compression module based on sparse
bitmap and PQ. The compression module takes the feature extractor’s outputs (activations)
as inputs and compresses them to be saved as latent replay samples.

with 512 KB of SRAM (2,000× smaller memory than Pi 3B+ with 1 GB RAM). To
our knowledge, this is the first implementation of a CL framework on this constrained
and challenging platform, opening the door for the ubiquitous deployment of learning
systems that can continually adapt to users and environments over time.

6.2 LifeLearner

LifeLearner leverages the idea of Meta CL and rehearsal-based learning and minimises
the system overheads on embedded devices. LifeLearner consists of two phases. The first
phase, i.e., meta-training, is performed on a server to obtain a good weight initialisation
by utilizing meta-learning in the CL setup with a few samples. The second phase is
meta-testing: a meta-trained model is deployed on embedded devices and learns new
classes continually without forgetting previously learned classes. Additionally, as shown in
Figure 6.2, LifeLearner has two components to ensure superior performance and efficiency
when it is deployed on resource-constrained devices: (1) co-utilisation of Meta CL and
rehearsal strategy together with a deployment-time inner- and outer-loop optimisation to
resolve the accuracy degradation issue, (2) a design scheme that co-optimises LifeLearner’s
rehearsal strategy and compression pipeline (Compression Module in Figure 6.2) to
minimise the memory footprint, compute cost, and energy consumption when running CL.

6.2.1 Co-utilisation of Meta-Learning and Rehearsal Strategy

Current Meta CL methods rely on regularisation in order to minimise radical changes
to the already trained weights when learning new classes. As such, given a small set of
training data from a stream of classes, all samples are discarded once they have been used.
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Figure 6.3: The overview of our compression module. It consists of (1) a sparse bitmap to
filter out zero from activations or to reconstruct decompressed activations from non-zero
activations, (2) a PQ encoder that further compresses non-zero activations into PQ indices,
and (3) a PQ decoder that decompresses PQ indices back into decompressed non-zero
activations.

However, recent results from the CL literature [104] indicate that the alternative approach
of rehearsal-based methods often outperforms regularisation-based CL. Moreover, we opt
to use a rehearsal-based approach over dynamic architecture-based methods [121, 122, 123]
to avoid the dynamic expansion of the model architecture during deployment, allowing
us to apply system optimisations on the static computation graph of the model (see last
paragraph of Section 6.3 for details). Driven by this rationale, we design our Meta CL
method, called rehearsal-based Meta CL, which introduces a rehearsal strategy into the
Meta CL to improve CL performance. Concretely, we introduce a Replay Buffer that
stores informative samples from already learned classes; these serve as additional training
samples when learning new classes, form a mechanism for refreshing the weights of the
model, and avoid CF.

In addition, existing Meta CL systems are limited by their sole use of inner-loop optimisation
during meta-testing. Instead, we construct a variant of the learning fast and slow weights
approach: we utilise the samples of new classes during inner-loop updates to enable rapid
adaptation to new classes, followed by outer-loop iterations with the rehearsal samples of
the previously learned classes to alleviate CF.

System Overhead. Despite the learning benefits of our rehearsal-based Meta CL method
(see Section 6.4.2 for details), it comes at a system cost. With respect to memory, the
Replay Buffer has to store a number of representative samples for each of the already
encountered classes, so that they can be fetched during meta-testing. With respect to
computation, the samples have to be processed by the DNN with both forward and
backward passes to perform CL. Unless alleviated, these overheads can lead to a sharp
increase in storage and computational requirements, hindering its deployment on mobile
and embedded devices, where continual learning is most needed. In the next section, we
present LifeLearner’s co-design approach for alleviating these system costs.
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6.2.2 CL-tailored Algorithm/Software Co-Design

To alleviate the system costs of rehearsal-based Meta CL and enable its deployment
on resource-constrained devices, we present an algorithm-software co-design method,
optimised for Continual Learning. At the algorithmic level, we design a rehearsal strategy
that minimises the computational overhead while maximizing the compressibility of the
rehearsal samples. At the software level, we design a two-stage Compression Module that
enables the efficient compression, storage and decompression of rehearsal samples, while
inducing minimal on-device resource usage.

Rehearsal Strategy.

Key design decision in rehearsal-based methods constitutes the form of the rehearsal
samples. A standard approach followed by many CL methods [31, 112, 114] is native
rehearsal (i.e., raw data replay), which stores and replays the input data in their raw
format, e.g., images are stored for computer vision tasks and MFCC features for audio
tasks. Under this scheme, a random subset of the given classes is stored as rehearsal
samples, which are later replayed to mitigate the forgetting issue. The drawbacks of this
approach are the significant computational overhead, as the samples have to be processed
from the full model, and the compression variability as compressibility varies substantially
in a per-sample manner.

To counteract these drawbacks, we introduce latent replay into our rehearsal strategy. Under
this scheme, instead of holding copies of raw inputs, we store their latent representations,
i.e., intermediate activations at the output of a selected layer of the target DNN. In
LifeLearner, we employ two techniques in order to enable the utilisation of latent replay:
i) select the last layer of the model’s feature extractor as the rehearsal point; and ii) we
freeze the feature extractor upon deployment and perform CL only on the classifier. With
the feature extractor frozen, we render latent replay functionally equivalent to raw data
replay. On the computational front, the forward pass of the feature extractor can be
omitted when replaying latent representations and the backward propagation is performed
until the last layer, inducing significant computational gains.

On the memory front, we make the following observation. In DNN training, the activations
for each layer are saved during the forward propagation so that those activations are
utilised for computing the gradients during the backward propagation. As in [205], storing
activations requires a large memory footprint depending on the batch size used for training.
However, commonly used ReLU non-linearity in many DNN models results in sparse
activations in the successive layers. Also, we observe that more than 90% of the activation
values of the latent layer are zero due to the usage of ReLU from our analysis of the
network architecture on all three datasets. By strategically selecting the rehearsal layer in
the DNN and treating ReLU activations as the rehearsal samples, LifeLearner’s rehearsal
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strategy facilitates their compression and subsequent efficient storage on-device.

Compression Module for Latent Replays

We now introduce the Compression Module that is responsible for i) compressing rehearsal
samples (i.e., latent activations in our work) when new classes are encountered and storing
them in the Replay Buffer, and ii) fetching and decompressing them to perform CL at
runtime. This component comprises two stages: sparse bitmap compression and product
quantisation (PQ).

Sparse Bitmap Compression. To leverage the sparsity of our latent replays for efficient
storage, we employ sparse bitmap compression [264]. This scheme enables the Compression
Module in LifeLearner to filter out the majority of zero values (typically 90% or more) in
latent activations and save the remaining non-zero values to increase the compression rate
for saving latent activations.

Figure 6.3 depicts the compression and decompression processes. For compression, when
latent activations are given to our system, a bitmap with the same dimensions as the
latent activations sets a bit to 1 for non-zero values’ indices and 0 for the remainders.
Then, non-zero values and the sparse bitmap are stored in 32-bit floats and the bitmap
format, respectively. For decompression, we traverse all elements of the bitmap and a
vector containing the stored non-zero values, reconstructing in this process the latent
activations by using either the saved non-zero value or zero if a bitmap element is 1 or 0,
respectively. The compression and decompression processes are linear in runtime: O(n),
where n is the total number of elements of latent activations. With respect to memory, the
footprint is reduced from (4n) when a dense format is used for storing latent activations
to (4× number of non-zero values + 1

8
n) with the bitmap.

Product Quantisation. To further minimise the resource overhead of rehearsal samples,
we introduce a second stage to our compressor (Figure 6.3) utilizing PQ [50]. The output
of the sparse bitmap compressor contains a vector of non-zero values. With PQ being a
vector compression method that can compress a given vector v ∈ Rd into s number of
PQ indices using a PQ codebook with s columns, it is suitable to further reduce the size
of the encoded rehearsal samples. Each column of the PQ codebook contains a set of
representative vectors that well approximate s sub-vectors of v when v is partitioned into
s sub-vectors.

For compression, the PQ encoder applies PQ to the non-zero activations v ∈ Rd that
are already filtered out by the first-stage sparse bitmap compression. We use 1 byte to
store each PQ index and set d/s = {128, 32, 8} (length of each sub-vector). Then, each
sub-vector of length d/s containing 32-bit floats is encoded to a 1-byte PQ index via our
PQ encoder for more analysis regarding hyper-parameters). LifeLearner learns the PQ
codebook offline using the latent activations during the meta-training phase, which is then
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Algorithm 5: Meta-Training Procedure of LifeLearner

Require: N sequential classes T ; learning rates (LR) α, β; inner-loop iterations k;
modules fθ, ϕθ; given samples S

// Outer-loop starts here

1 for t = 1, ..., N do
2 Straj ∼ Tt, Srand ∼ T

// Inner-loop starts here

3 for i = 1, ..., k do
4 Update fast weights using Straj ▷ LR: α

/* OML(+AIM):ϕθPLN (fθW ), ANML(+AIM):fθP , ϕθCLF (fθW ), LifeLearner:ϕθCLF */

5 Update slow weights using {Straj, Srand} ▷ LR: β
/* OML(+AIM):fθRLN, ANML(+AIM):fθNM , fθP , ϕθCLF , LifeLearner:fθNM , fθP , ϕθCLF */

stored on-device. For decompression, the PQ decoder reconstructs the non-zero activations
v′ using the stored PQ indices and the PQ codebook.

Finally, as in Algorithm 6 (see Lines 7, 9, and 10), our compression module is seamlessly
incorporated in the inner- and outer-loop optimisation of LifeLearner, enabling on-the-fly
compression of the latent activations during deployment.

6.2.3 Putting It All Together

Having described the main components of LifeLearner we now present the complete
meta-training and meta-testing procedures that take place offline and online, respectively.

Meta-Training Procedure. Algorithm 5 shows the procedure of meta-training of
Rehearsal-based Meta CL, LifeLearner. Firstly, the meta-training process of rehearsal-
based Meta CL is the same as that of Meta CL [139]. In detail, it is comprised of an
inner loop inside an outer loop of optimisation. In the inner loop, the classifier part is
updated (fast weights, e.g., θPLN for OML and θP,CLF for ANML, θPLN,W for OML+AIM,
and θP,CLF,W for ANML+AIM) (Lines 4-5). The number of weight update iterations is
determined by the number of samples k (e.g., 10-30) of a given sample set, Straj, of a
new class, Tt. After the k sequential updates, the meta-loss in the outer loop (Line 6)
is computed using all the given samples on the new class (Straj) and randomly sampled
samples from all the meta-training classes (Srand). All the weights of DNN are updated
through outer-loop gradient updates using an Adam optimiser [241]. The learning rates,
α for the inner loop and β for the outer loop, are used as hyper-parameters.

Meta-Testing Procedure. After executing the meta-training phase on a server, our
system is deployed on resource-constrained devices and evaluated on its ability to learn
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Algorithm 6: Meta-Testing Procedure of LifeLearner

Require: N sequential unseen classes T ; learning rates (LR) α, β; inner-loop
iterations k; modules fθ, ϕθ, BitPQcompress,decompress; samples S

1 Strain = {}, Srehearsal = {}
// Outer-loop starts here

2 for t = 1, ..., N do
3 Straj ∼ Tt
4 Strain = {Strain, Straj}

// Inner-loop starts here

5 for i = 1, ..., k do
6 Update fast weights using Straj ▷ LR: α

/* OML(+AIM):ϕθPLN (fθW ), ANML(+AIM):fθP , ϕθCLF (fθW ), LifeLearner:ϕθCLF */

// Get latent activations from compressed rehearsal samples

7 Slatent = BitPQdecompress(Srehearsal)
8 Update slow weights using {Straj, Slatent} ▷ LR: β

/* OML(+AIM):fθRLN, ANML(+AIM):fθNM , fθP , ϕθCLF , LifeLearner:ϕθCLF */

// Get latent activations

9 Slatent = fθNM (Straj)⊙ fθP (Straj)
// Store compressed activations for rehearsal

10 Srehearsal = {Srehearsal, BitPQcompress(Slatent)}
11 Stest = T − Strain // Held-out test set

12 Evaluate on Strain, Stest // Eval on training/test set

unseen classes in the meta-testing phase. Algorithm 6 shows the meta-testing phase of
the rehearsal-based Meta CL. In prior Meta CL, the meta-testing procedure contains
only inner-loop optimisation without outer-loop optimisation, i.e., finetuning only fast
weights excluding slow weights. In contrast, LifeLearner leverages the full potential of
meta-learning by using both inner- and outer-loop optimisation in the meta-testing phase.
Specifically, our proposed meta-testing procedure starts with the inner-loop weight updates
to learn new classes swiftly using a few samples (Lines 5-6), followed by the outer-loop
weight updates to retain the knowledge of the previously learned classes using the replayed
samples plus the new samples (Line 8). Note that although the outer-loop iteration
could run multiple epochs, the performance converges after one or two epochs (refer to
Section 6.4.4 for more analysis). Also, LifeLearner integrates the compression module that
compresses (Lines 9-10) and decompresses (Line 7) the latent activations during outer-loop
optimisation, as described in Section 6.2.2.

Our Contribution. Our method conceptually leverages existing concepts. We solve the
challenge of incorporating these concepts in a coordinated, efficient end-to-end system . We
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achieve higher accuracy than baselines while reducing the memory footprint drastically. Our
key contributions are (1) co-designing the algorithmic innovation (rehearsal strategy) with
an intelligent combination of lossless (bitmap) and lossy (PQ) compression to significantly
reduce the resource requirements of CL and latent replay samples (Section 6.2), (2)
successfully deploying LifeLearner end-to-end on two embedded devices and MCU on
which many prior works fail to run (Section 6.3).

6.3 Hardware-Aware System Implementation

We develop the first phase, meta-training, of Meta CL methods on a Linux server to
initialise the neural weights that can enable fast adaptation during deployment scenarios.
After that, for the second phase, meta-testing, (i.e., actual deployment scenarios), we
implemented our hardware-aware system by considering the hardware capacity and unique
runtime characteristics of our target devices: (1) embedded and mobile systems such as
Jetson Nano and Raspberry Pi 3B+, and (2) a microcontroller unit such as STM32H747. To
further optimise the system efficiency, we adopt hardware-friendly optimisation techniques
in our implementation1.

Embedded Device. Jetson Nano has a quad-core ARM Cortex-A57 processor, and 4
GB of RAM, while Pi 3B+ contains a quad-core ARM Cortex-A53 processor with 1 GB
of RAM. Note that the free memory space of Jetson Nano and Pi 3B+ during idle time is
roughly 1.7 GB and 600 MB, respectively, due to the memory footprints pre-occupied by
background, concurrent applications, and an operating system. As software platforms, we
employ Faiss (PQ Framework) [265] and PyTorch 1.8 (Deep Learning Framework) [266] to
develop and evaluate the meta-training and meta-testing phases on embedded systems.

Microcontroller Unit (MCU). To demonstrate the feasibility of the broader deployment
of CL systems at the extreme edge, we further optimised and developed LifeLearner
on MCUs. We implemented the online component of LifeLearner using C++ on an
STM32H747 device equipped with ARM Cortex M4 and M7 cores with 1MB SRAM and 2
MB eFlash in total. However, we only utilise one core (ARM Cortex M7), as most MCUs
have one CPU core. Also, we restrict the usage space of SRAM and eFlash to 512 KB and
1 MB, respectively, to enforce stricter resource constraints (an order of magnitude smaller
memory space than other embedded devices with larger than 1 GB RAM).

To deploy LifeLearner on MCUs effectively and efficiently, we addressed many technical
challenges and considered hardware characteristics. First of all, the memory requirements
of the MetaCL methods developed on embedded devices, including LifeLearner, far exceed
the hardware capacity of a ”high-end” MCU such as STM32H747 (refer to Section 6.4.2).
Hence, we first searched for a smaller yet accurate architecture for MCUs by experimenting

1https://github.com/theyoungkwon/LifeLearner
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with various width modifiers [154, 251, 267] (see Section 6.4.5 for details).

We then implemented our Compression Module (sparse bitmap compression and PQ)
to reduce memory usage of latent replay samples on SRAM. In particular, we consider
hardware characteristics and constraints: (1) the write operation on the storage (Flash)
of MCUs is costly [268], and (2) Flash is read-only during runtime [52, 242]. Hence, in
our MCU implementation of LifeLearner, to minimise the memory footprint and energy
consumption required for latent replay, we first compress latent replay samples using our
Compression Module and then store them on SRAM, which has more limited memory
but is faster and cheaper to perform read/write operations on than Flash. Note that our
learned PQ codebook, used to encode and decode the latent replay samples after sparse
bitmap compression, is stored on Flash to leave more space for scarce resources of SRAM.
Also, PQ codebooks are static once deployed; they can be stored on the read-only memory
of Flash.

In addition, we rely on the TFLM framework [127] to perform inference of the feature
extractor on MCUs. However, TFLM does not support training (i.e., backpropagation).
We developed our Backpropagation Engine based on C/C++ using Eigen [269] as a data
structure and matrix multiplication library. Based on our Backpropagation Engine, we
construct the classifier part on the fly whose weights are allocated on SRAM and can
be continually learned during deployment whenever more data for new classes become
available. Our lightweight Backpropagation Engine enables the implementation of the first
CL system on MCUs.

Lastly, the binary size of our Compression Module and Backpropagation Engine, excluding
C++ Standard Library (STL) on an MCU, is only 80 KB, introducing minimal overhead
on storage.

Hardware-friendly Optimisation. We further optimise LifeLearner’s CL operations
on-device. By freezing the model’s feature extractor during deployment, LifeLearner
significantly reduces the computational cost for the already learned classes during replay
by omitting the forward and backward passes. In addition, we utilise the hardware-friendly
8-bit integer arithmetic [270] by reducing the precision of weights/activations of the feature
extractor from 32-bit floats to 8-bit integers, increasing the computation throughput
and minimizing latency and energy. The scalar quantisation scheme [48, 200] is used to
minimise the information loss in quantisation. Then, we utilise the QNNPACK [271]
backend engine and TFLM to execute the quantised model on two embedded devices and
MCUs, respectively.
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6.4 Evaluation

6.4.1 Experimental Setup

We briefly describe our experimental setup in this subsection.

Metrics

As in [139], we use testing accuracy on unseen samples of all the new classes learned
continually as a key performance metric, representing the generalisation ability of CL
systems. In addition, we measure the memory footprint (model parameters, optimisers,
activations, and rehearsal samples), end-to-end training latency and energy consumption
to continually learn all the given classes for a deployed DNN on embedded devices.

Datasets

We employ three datasets of two different data modalities in our evaluation.

CIFAR-100 [1]: Following [35], we employ CIFAR-100 in our evaluation as it is widely
used dataset. CIFAR-100 consists of 60,000 images of 100 classes. Each class has 500 train
images and 100 test images. 70 classes are used for meta-training and the remaining 30 for
meta-testing. During both meta-training and meta-testing, up to only 30 training images
are sampled for training in each class, which holds for both MiniImageNet and GSCv2
datasets. Then, during meta-testing, a total of 900 samples are given to perform CL.

MiniImageNet [2]: Following [35], we employ MiniImageNet containing 64 classes for
meta-training and 20 classes for meta-testing. Each class has 540 images for training and
60 images for testing. During meta-testing, a total of 600 samples are given.

GSCv2 [253]: To generalise our results to another data modality, we include Google
Speech Command V2 (GSCv2) as it is a widely used audio dataset. GSCv2 consists of
a total of 35 classes of different keywords. We use 25 classes for meta-training and 10
classes for meta-testing. Each class has 2,424 and 314 input data for training and testing,
respectively. During meta-testing, 300 samples in total are given for CL.

Baselines

We compare our system, LifeLearner, with five baseline systems as follows.

Oracle: The CL performance of Oracle represents the upper bound performance of the
experiments. It is because Oracle has access to all the classes at once in an i.i.d. fashion
and performs DNN training for many epochs until the performance converges.

Pretrained: This baseline initialises the model weights based on conventional DNN
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Figure 6.4: The accuracy of the CL systems on the three datasets of two different modalities.
Reported results are averaged over three trials, and standard-deviation intervals are
depicted.

training without the meta-learning procedure. Then, it finetunes the weights using given
samples in the meta-test phase, similar to prior Meta CL methods.

OML+AIM [35]: This is a Meta CL method based on OML with an Attentive In-
dependent Mechanisms (AIM) module, capturing independent concepts to learn new
knowledge.

ANML [139]: It is the representative Meta CL method. As this method is often reported
to outperform OML [140], we only employ ANML in our evaluation. Also, note that the
proposed components of LifeLearner build on top of ANML.

ANML+AIM [35]: ANML+AIM is a Meta CL method based on ANML with an AIM
module. This baseline serves as the SOTA Meta CL method as it often outperforms other
Meta CL methods including OML+AIM.

Model Architecture

LifeLearner employs the network architecture used in the prior CL works for a fair
comparison [35, 139]. As in Figure 6.2, it consists of the feature extractor and the
final classifier. For ANML-based model architectures, the feature extractor consists of a
neuromodulatory network, fθNM , and a prediction network, fθP , followed by the classifier
part, fθCLF . The neuromodulatory and prediction networks are 3-layer convolutional
networks with 112 and 256 channels, respectively. The classifier has a single fully-connected
layer. In this case, LifeLearner utilises the last layer of the feature extractor as the latent
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replay layer, following the natural structure of the ANML architecture.2 The SOTA method,
ANML+AIM, adds AIM layers fθW between the feature extractor and the classifier, which
alleviates forgetting and helps learn new classes. In addition, for OML and OML+AIM,
the feature extractor has a 6-layer convolutional network with 112 channels, followed
by the classifier of two fully-connected layers with an AIM module between the feature
extractor and the classifier. Note that the model architectures deployed on embedded
devices (i.e., Jetson Nano and Pi 3B+) and an MCU (i.e., STM32H747) are different
due to the strict resource constraint on the MCU. Thus, a smaller version of the model
architecture described above is adopted for the MCU deployment (see Section 6.4.5 for
details).

Training Details

We followed the meta-training procedure used in prior Meta CL works [35, 139, 140]. For
instance, we used a batch size of 1 and 64 for the inner- and outer-loop updates over
20,000 steps, respectively. We experimented with different learning rates for the inner
loop and outer loop to obtain the meta-trained DNN that provides the best accuracy on a
validation set. As a result, for CIFAR-100 and GSCv2 datasets, the inner-loop learning
rate (α) is set to 0.001, and the outer-loop learning rate (β) is also set to 0.001. For
the MiniImageNet dataset, the optimal settings are α = 0.001 and β = 0.0005. During
the meta-testing phase, ten different learning rates are tried for all the methods, and the
best-performing results are reported. Besides, to obtain the accuracy results of systems
that perform replays, we experimented with batch sizes of 8 and 16 and observed little
difference in CL performance. Thus, we employ a batch size of 8, as a smaller batch size
reduces the memory footprint.

6.4.2 Experimental Results

Accuracy. We start by evaluating the CL performance (testing accuracy) of LifeLearner
compared to the baselines on the employed datasets. Figure 6.4 presents the accuracy
results of the meta-testing phase. Pretrained serves as the lower bound. The low accuracy
(24.4% on average for three datasets) of Pretrained demonstrates that the conventional
transfer learning approach cannot address the challenging scenarios of learning new classes
with only a few samples. ANML improves upon Pretrained, however, the improvement is
marginal (i.e., average 9.9% accuracy gain compared to Pretrained but 18.9% accuracy
drop on average compared to Oracle which shows the upper bound accuracy). Note that
it is very challenging to achieve high testing accuracy even for Oracle as the number of
available samples is very limited during meta-testing: all evaluated systems are given only

2When targeting a different model architecture, the latent replay layer selection is a configurable design
decision. We leave this investigation as future work.
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Table 6.1: The required memory footprint and the compression ratio for the baselines and
our system to perform CL during the meta-testing phase on the three datasets.

Dataset Metrics Pretrained ANML OML+AIM ANML+AIM Oracle LifeLearner

CIFAR-100
Memory 39.69MB 39.69MB 834.1MB 1,093MB 39.93MB 15.45MB
Ratio 27.5× 27.5× 1.3× 1.0× 27.4× 70.8×

Mini- Memory 474.5MB 474.5MB 1,051MB 1,562MB 475.0MB 136.7MB
ImageNet Ratio 3.3× 3.3× 1.5× 1.0× 3.3× 11.4×

GSCv2
Memory 10.16MB 10.16MB 135.2MB 608.2MB 10.20MB 3.40MB
Ratio 59.9× 59.9× 4.5× 1.0× 59.6× 178.7×

30 samples per class, accounting for only 2.57%, 1.74%, and 0.5% of all training samples
during meta-training of CIFAR-100, MiniImageNet, and GSCv2, respectively.

LifeLearner achieves near-optimal CL performance, falling short by only 2.8% accuracy
compared to Oracle. Also, LifeLearner outperforms the Meta CL methods employed in
this thesis with accuracy gains of 4.1-16.1% on average for the three datasets. Specifically,
LifeLearner shows almost no loss of accuracy, i.e., 0.2% for CIFAR-100 and 2.7% for
MiniImageNet compared to Oracle. In contrast, ANML+AIM (i.e., the previous SOTA
Meta CL method) shows notable accuracy drops (9.9% for CIFAR-100 and 10.7% for
MiniImageNet). In the case of GSCv2, LifeLearner reveals a slight accuracy decline of 5.6%
compared to Oracle, while ANML+AIM shows a minor 0.2% drop in accuracy relative to
Oracle.

Although LifeLearner shows a slightly lower accuracy for GSCv2 than ANML+AIM, it still
outperforms ANML+AIM by 4.1% on average over all datasets. In addition, LifeLearner is
essentially designed for edge devices to require drastically lower system resources (memory,
latency, and energy) than the previous SOTA. As explained in the following, the excessive
resource overhead of ANML+AIM makes it unsuitable to operate on resource-constrained
devices.

Peak Memory Footprint. We investigate the peak memory footprint required to perform
CL. Precisely, we measure the memory space required to perform backpropagation and to
store rehearsal samples. The memory requirement to perform backpropagation consists
of three components: (1) model memory that stores model parameters, (2) optimiser
memory that stores gradients and momentum vectors, and (3) activation memory that
is comprised of the intermediate activations (stored for reuse during backpropagation).
Then, the memory requirement for rehearsal samples is included.

Table 6.1 shows the peak memory footprint for various baselines and our system. First,
the AIM variants (OML+AIM and ANML+AIM) require an enormous memory footprint
of 135.2-1,051 MB and 608.2-1,562 MB, respectively, as their AIM module has many
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parameters. This required memory easily exceeds the RAM size of embedded devices
such as Pi 3B+ (i.e., 1 GB) and barely fits on Jetson Nano. Conversely, baseline systems
such as Pretrained, ANML, and Oracle show modest memory requirements, which are
around 10.16-10.20 MB for GSCv2, 39.7-39.9 MB for CIFAR-100, and 474.5-475.0 MB for
MiniImageNet. However, as shown earlier, Pretrained and ANML methods are not highly
accurate, and Oracle does not support CL. In contrast, LifeLearner shows the impressive
results that it only requires 15.45 MB for CIFAR-100, 136.7 MB for MiniImageNet, and
3.40 MB for GSCv2, demonstrating a very high compression rate of 70.8×, 11.4×, and
178.7× compared to ANML+AIM, respectively. Compared to Oracle, LifeLearner shows a
tight range of the compression (2.5-3.5×), indicating that we can estimate the compression
gain within this range agnostic to the dataset.

End-to-end Latency & Energy Consumption. We now examine the run-time system
efficiency, i.e., end-to-end latency and energy consumption for the entire CL process, of
our system and the baselines when deployed on the two embedded devices - Jetson Nano
and Pi 3B+ as shown in Figure 6.5. To obtain the end-to-end latency, we include: (1)
the time to load a pretrained model, (2) the time to train the model continually over all
the given classes one by one, and (3) the time to compress and decompress the latent
representations using our compression method (i.e., sparse bitmap compression and PQ).

We first measure the end-to-end latency of our system and the baselines on Jetson Nano
CPU to perform CL over all the given classes with 30 samples per class. As shown in
Figures 6.5a, 6.5c, and 6.5e, LifeLearner enables a fast end-to-end latency (415 seconds
for CIFAR-100, 1,373 seconds for MiniImageNet, and 84 seconds for GSCv2), which
is 80.8-94.2% reduction of latency compared to ANML+AIM (e.g., 7,100 seconds for
CIFAR-100 and 438 seconds for GSCv2). Note that ANML+AIM often crashes from
running out of memory on Jetson Nano due to its excessive memory requirements (as
shown in Figures 6.5c and 6.5d). Furthermore, compared to ANML which shares the
same network architecture, LifeLearner introduces negligible overheads in terms of the
overall latency (343s vs. 415s for CIFAR-100, 1,280s vs. 1,373s for MiniImageNet, and 79s
vs. 84s for GSCv2). It is because although there exist some overheads on LifeLearner to
perform the compression techniques like the sparse bitmap compression and PQ, the speed
gains derived from using quantised neural weights and activations offset the overheads of
compression techniques (refer to Section 6.4.3 for details). After having demonstrated the
efficiency of LifeLearner on the Jetson Nano, we deployed our system on an even more
resource-constrained device, Pi 3B+ (600-700 MB available memory). The end-to-end
latency on Pi 3B+ largely stays similar to that on Jetson Nano as shown in Figure 6.5.

To measure the energy consumption, we first use Tegrastats on Jetson Nano to measure
the power consumption. Then, we calculate the energy consumption by multiplying power
consumption and the elapsed time for each end-to-end CL trial. Similar to the latency
results, Figures 6.5b, 6.5d, and 6.5f show that LifeLearner remarkably reduces the energy
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consumption by 80.9-94.2% (1.9kJ vs. 32.7kJ for CIFAR-100 and 0.4kJ vs. 2.0kJ for
GSCv2) compared to ANML+AIM. Moreover, compared to ANML, LifeLearner shows
small overheads of the additional energy consumption (1.6kJ vs. 1.9kJ for CIFAR-100,
5.9kJ vs. 6.3kJ for MiniImageNet, and 0.36kJ vs. 0.39kJ for GSCv2). In the case of
Pi 3B+, it consistently consumes less energy than Jetson Nano. It is because while the
end-to-end latency of the two embedded devices is similar, the power consumption profile
on Pi 3B+ is lower than that on Jetson Nano, making Pi 3B+ a more energy-efficient
option. A YOTINO USB power meter is used to obtain the power consumption on Pi
3B+.

Summary. Our result demonstrates that LifeLearner can effectively learn new classes in a
continual manner based on only a few samples without experiencing catastrophic forgetting,
i.e., it generalises well to new samples of many classes unseen during the offline learning
phase. Moreover, LifeLearner enables fast and energy-efficient CL on edge devices with
significantly reduced memory footprint.
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Figure 6.5: The end-to-end latency and energy consumption of the baselines and LifeLearner
to perform CL over all the given classes. All results are averaged over three runs with
standard deviations.
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6.4.3 Ablation Study

We perform an ablation study to investigate the role of each component of our system by
incrementally adding our proposed components on top of the baseline system (ANML):
(1) rehearsal strategy with inner-and outer-loop optimisation (Latent), (2) sparse bitmap
compression (Latent+Bit), (3) PQ (Latent+PQ), and (4) quantisation (LifeLearner).

Effect of Rehearsal with Double-Loop Optimisation. As shown in Table 6.2, we find
that our proposed rehearsal strategy with double-loop optimisation drastically improves
the accuracy (compare ANML vs Latent). For example, Latent increases the accuracy of
ANML by 10.6-28.4% across all the datasets. Yet, Latent causes resource overheads on
memory footprint, latency, and energy consumption compared to ANML, as Latent is a
baseline CL system without our Compression Module.

Effect of Compression and Hardware-aware Implementation. The results of
various CL systems such as Latent+Bit, Latent+PQ, and Latent+Bit+PQ show that the
proposed compression techniques for latent representations do not sacrifice the accuracy of
the CL systems but reduce the overall memory footprint compared to Latent. Moreover,
our Compression Module incurs small resource overheads in end-to-end latency and energy.
Then, LifeLearner, which combines quantisation of weights and activations accelerating the
CL execution on hardware by exploiting efficient integer-based operations, shows excellent
performance in all aspects: (1) outperforms ANML by a large margin (8.4-22.7%) with a
minor accuracy drop compared to Latent (0.9-5.7%), (2) drastically reduces the memory
footprint by 61.0-71.2% compared to ANML and by 71.2-73.3% compared to Latent, and
(3) incurs minimal overheads of latency and energy over ANML (costs additional 56.6s
and 0.3kJ on average, respectively) but still shows lower latency and energy than Latent
(saves 47.9s and 0.2kJ on average, respectively).

Overall, the ablation study reveals that the co-utilisation of the rehearsal strategy with
double-loop optimisation, Compression Module, and hardware-friendly implementation
effectively makes LifeLearner more accurate and efficient.

6.4.4 Parameter Analysis

Next, we study the impact of the various hyper-parameters that could affect the perfor-
mance of our system (see Figure 6.6).

The Number of Given Samples. We first examine the accuracy of LifeLearner according
to the number of given samples per class (ranging from 10 to 30) as it would directly
affect labeling effort of users (see Figure 6.6a). Apparently, the more samples are given
for training, the higher the accuracy, which holds for both LifeLearner and Oracle. Even
when only 10 samples per class are given to conduct training, the accuracy degradation
of LifeLearner is relatively low (7-14%), indicating that LifeLearner can still perform
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Table 6.2: The comparison of LifeLearner and variants of rehearsal-based Meta CL methods
for ablation study.

Dataset System Accuracy Memory Latency Energy

CIFAR-100

ANML 0.272 39.7 MB 343.2s 1.58kJ
Latent 0.452 53.9 MB 432.5s 1.99kJ
Latent+Bit 0.452 41.2 MB 466.9s 2.15kJ
Latent+PQ 0.448 41.8 MB 437.1s 2.01kJ
Latent+Bit+PQ 0.446 40.4 MB 471.4s 2.17kJ
LifeLearner 0.443 15.5 MB 414.7s 1.91kJ

ANML 0.327 474.5 MB 1,280s 5.89kJ
Latent 0.433 512.5 MB 1,492s 6.86kJ

Mini- Latent+Bit 0.433 477.7 MB 1,551s 7.14kJ
ImageNet Latent+PQ 0.430 483.0 MB 1,501s 6.90kJ

Latent+Bit+PQ 0.423 476.4 MB 1,560s 7.18kJ
LifeLearner 0.411 136.7 MB 1,373s 6.32kJ

GSCv2

ANML 0.429 10.2 MB 78.6s 0.36kJ
Latent 0.713 12.0 MB 90.6s 0.42kJ
Latent+Bit 0.713 10.4 MB 90.8s 0.42kJ
Latent+PQ 0.708 11.0 MB 95.0s 0.44kJ
Latent+Bit+PQ 0.707 10.3 MB 95.2s 0.44kJ
LifeLearner 0.656 3.40 MB 83.8s 0.39kJ

reasonably well under extreme data scarcity. Also, the accuracy differences between
LifeLearner and Oracle are small (e.g., 1-2% for CIFAR-100, 1-3% for MiniImageNet, and
5-9% for GSCv2), demonstrating that LifeLearner achieves the similar accuracy of Oracle.
With 30 given samples, the accuracy difference is minimal: 2.8% on average (ranging from
1 to 5%).

The Number of Replay Epochs. We study to what extent the number of replay epochs
affects the CL performance as more epochs incur larger latency and energy consumption.
Figure 6.6b shows that the accuracy of LifeLearner converges after the first or the second
replay epoch. However, Oracle requires at least two to five epochs to reach the convergence
accuracy, which consumes much more training time and energy than our system (see
Figure 6.5). This result benefits us since replaying the rehearsal samples over one or two
epochs is enough for LifeLearner to reach the converging accuracy, which helps decrease
the system overheads.

PQ Codebook’s Sub-vector Length. We investigate the accuracy of LifeLearner
according to the sub-vector length of the PQ codebook (the number of values per index)
ranging from 8 to 128 as it affects the compression ratio of rehearsal samples. For CIFAR-
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(a) Number of Samples per Class (S) (b) Number of Replay Epochs (E) (c) Sub-Vector Length (L)

Figure 6.6: The parameter analysis of LifeLearner for all the datasets according to the
three parameters.

100 and MiniImageNet, there is little difference according to the sub-vector length. In
contrast, for GSCv2, we observe that the shorter the length of the sub-vector (i.e., lower
compression rate), the higher the accuracy. These results inform us to select the largest
sub-vector length that does not degrade accuracy.

These results show that with only 10-30 samples per class, LifeLearner achieve similar CL
performance to Oracle, exhibit rapid convergence with small replay epochs (at most two),
and accomplish a high compression rate for rehearsal samples.

6.4.5 MCU Deployment

TinyANML Architecture. For the extremely resource constrained IoT devices like
MCUs where on-chip memory of SRAM and Flash are typically a few hundred KB or 1 MB
at most (an order of magnitude smaller than Jetson Nano and Pi 3B+ in terms of memory),
the memory requirements of the MetaCL methods, including LifeLearner, are prohibitively
large. Thus, we propose a small and accurate TinyANML architecture designed for
MCUs with tiny memory by experimenting with various width modifiers [154, 251, 267].
We identified widths of 0.2, 0.05, and 0.4 for the ANML architecture of CIFAR-100,
MiniImageNet, and GSCv2, respectively.

MCU Implementation and Results. Backbone represents an inference-only feature
extractor based on TFLM. On top of that, our hardware-aware systems are added in-
crementally: (1) Backpropagation Engine (Tiny ANML) and (2) Compression Module
(Tiny LifeLearner). Table 6.3 shows the MCU deployment results based on STM32H747
in terms of accuracy, SRAM, Flash, latency, and energy consumption to learn a class with
ten samples when continually learning ten classes.
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Table 6.3: MCU deployment of the Backbone, tiny ANML, and tiny LifeLearner on
STM32H747.

Dataset System Accuracy SRAM Flash Latency Energy

CIFAR-100
Backbone - 75kB 428kB 561ms 128mJ
Tiny ANML 0.176 185kB 691kB 579ms 134mJ
Tiny LifeLearner 0.393 236kB 825kB 832ms 195mJ

Mini-
ImageNet

Backbone - 119kB 329kB 926ms 221mJ
Tiny ANML 0.112 224kB 591kB 944ms 218mJ
Tiny LifeLearner 0.301 281kB 725kB 1204ms 282mJ

GSCv2
Backbone - 81kB 475kB 956ms 218mJ
Tiny ANML 0.209 181kB 738kB 968ms 223mJ
Tiny LifeLearner 0.534 212kB 806kB 1160ms 271mJ

Backpropagation Engine. As shown with Tiny ANML compared to inference-only
Backbone, our Backpropagation Engine enables on-device CL with extremely small la-
tency/energy overheads (e.g., 579ms vs. 561ms and 134mJ vs. 128mJ for CIFAR-100)
while requiring only an additional 100KB SRAM and 260KB Flash.

Co-design of Our Algorithm and Hardware-aware System Implementation.
Tiny LifeLearner not only largely prevents accuracy degradation compared to its original
LifeLearner (see Table 6.2) but also maintains higher accuracy than ANML despite Tiny
LifeLearner’s model size being 24.1-1839× smaller than ANML. Tiny LifeLearner achieves
significantly higher accuracy than Tiny ANML while having minimal resource requirements
(e.g., 181-281kB SRAM, 725-825kB Flash, 832-1,204ms latency, and 195-282mJ energy
consumption), demonstrating the effectiveness of our proposed algorithm and hardware-
aware system implementation on such an extremely resource-constrained device.

Note that it is infeasible to perform the ablation study to quantify the benefits of our design
as in Section 6.4.3. This is because other baselines with rehearsal strategy and prior works
exhibit out-of-memory problems and only tiny LifeLearner could run on MCUs with severely
limited memory.

6.5 Discussion

Impact on Continual Learning. We envision that LifeLearner could make CL a
practical reality on embedded and IoT devices by leveraging meta-learning and rehearsal
strategy with only a few samples. Such CL systems will allow DNNs to add new classes
(e.g., adding new objects to an image recognition system, adding new keywords to a voice
assistant) or new modalities (e.g., adding image recognition on top of a voice recognition
authentication system) on the fly without relying on the cloud (i.e., no communication
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costs). As one future direction, further optimizing LifeLearner to use stricter quantisation
such as 1, 2, or 4 bits will be interesting.

Generalisability of LifeLearner. LifeLearner successfully works on three different
datasets operating on two different modalities: image and audio, showing the generalis-
ability of our framework. With the proliferation of smart spaces, such as smart homes and
offices, LifeLearner can be used to learn the personal habits and preferences of users in
order to control environmental conditions, such as temperature, humidity and lighting,
with readings coming from thermometers, motion sensors and cameras on IoT devices.
LifeLearner would enable this personalisation and space adaptivity to happen in a data-
efficient manner and to stay local to ensure privacy. Moreover, LifeLearner could be
used on robot vacuum cleaners to enhance their adaptability, e.g., to continually learn to
visually recognise new objects and thus avoid collisions.

The evaluation of other datasets and potentially other modalities, including various other
sensor signals [59, 272] as mentioned above to further test the applicability of LifeLearner
for learning continually for other real-world applications, is left as future work.

Scalibility over Many Classes. The sample-wise compression ratio of LifeLearner
is about 30×, significantly reducing the memory overhead of adding many classes. It
incurs only 1.68 MB, 6.16 MB, and 0.66 MB of memory when adding 100 classes with
30 samples per class for CIFAR-100, MiniImageNet, and GSCv2, respectively. Also, our
scalar quantisation and selective layer updates resolve scalability issues of latency as it
incurs minimal latency overhead over ANML with fixed latency to learn new classes (see
Tables 6.2 and 6.3).

Feasibility of Labelling Samples. One of the key challenges of enabling realistic
applications for CL is annotation difficulty by users. As conventional CL typically demands
a few thousand labelled samples, it becomes almost infeasible for users to perform labelling
Instead, LifeLearner ameliorates this labelling burden by enabling data-efficient CL with
10-30 samples per class which are not impractical to label.

Other Considerations. In this work, our evaluation demonstrated that LifeLearner
achieves near-optimal CL performance, falling short by only 2.8% accuracy compared to
the upper bound system (Oracle). However, a higher accuracy (over 80-90%) given fewer
samples (less than 10-30 samples) would be desirable. Thus, it is worth investigating larger
and more advanced model architectures specializing in the target problem and task, such
as Transformers [273, 274], to push the envelope of the upper bound testing accuracy of
the challenging CL problem.
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6.6 Conclusions

In this chapter, we proposed LifeLearner, a hardware-aware meta CL system with adaptive
fast-slow weights and resource-optimised compression for embedded and IoT platforms.
LifeLearner outperforms all existing Meta CL methods by a large margin (approximating
the upper bound method that performs training in i.i.d. setting) and demonstrates its
potential applicability in real-world deployments. Our efficient CL system opens the door
to adaptive applications to run on embedded and IoT devices by allowing them to learn
new tasks and adapt to the dynamics of the user and context.
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Final Remarks and Reflections

In this dissertation, we presented five original pieces of work investigating foundational
challenges in efficient and adaptive CL systems in mobile computing. Our primary objective
was to design algorithms and systems that enable CL and on-device training for mobile
and IoT devices by drastically minimising resource requirements while maintaining high
precision. This research addresses the growing need for adaptive capabilities in resource-
constrained environments, paving the way for more intelligent and responsive mobile and
IoT ecosystems.

7.1 Summary of Contributions

Our research has made several significant contributions to the field of CL and on-device
training in mobile computing. First of all, we performed a comprehensive analysis of
various representative CL methods in terms of performance, efficiency, and generalisabil-
ity to have a better understanding of applying CL on multiple modalities of data on
resource-constrained devices. Based on this analysis, we developed an efficient CL method,
FastICARL, to minimise the resource overheads of CL on a smartphone (Chapter 3).
Furthermore, we proposed YONO, a novel compression method. YONO reduces model
size and enables efficient model execution and switching that can benefit multi-application
setups (Chapter 4). In addition, we proposed TinyTrain, an efficient on-device training
approach. TinyTrain drastically minimises the data, memory, and computation that can
support efficient CL on extremely resource-constrained devices (Chapter 5). Finally, we
developed LifeLearner, an efficient CL system that optimises data, memory, and compute
efficiency operated on both embedded and IoT devices. (Chapter 6).

These contributions collectively address the research questions posed at the beginning
of this dissertation, demonstrating the feasibility and effectiveness of CL and on-device
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training in mobile computing environments. Our findings, methods, and systems can be
used for the ubiquitous deployment of efficient CL and on-device training systems that are
adaptive to users and environments continually over time within strict resource constraints.

7.2 Key Insights and Broader Implications

Beyond the specific technical contributions, this dissertation has produced several important
insights that have broader implications for the field of mobile computing.

7.2.1 The Value of Co-Design in Resource-Constrained AI Sys-
tems

A fundamental insight emerging from our work is the critical importance of co-designing
algorithms and systems with explicit awareness of hardware constraints. Throughout this
dissertation, we consistently observed that approaches which naively apply traditional ML
techniques to resource-constrained environments fail to achieve acceptable performance.
Instead, each of our successful solutions—YONO, TinyTrain, and LifeLearner—was built
on the principle of hardware-algorithm co-design.

This co-design principle manifested in different ways: task-adaptive sparse update in
TinyTrain, efficient model compression and hardware-aware task switching in YONO,
and hardware-aware system optimisation in LifeLearner. The success of these approaches
demonstrates that treating resource constraints as primary design parameters, rather
than secondary considerations, is essential for creating effective mobile AI systems. This
insight extends beyond CL and on-device training to the broader field of mobile computing,
suggesting that future advances in this field will come from holistic approaches that jointly
optimise across the entire computing stack.

7.2.2 Balancing the Trilemma: Data, Memory, and Computation

Our research reveals a fundamental trilemma in mobile computing: simultaneously optimis-
ing for data efficiency, memory footprint, and computational cost. Throughout our work,
we found that traditional approaches often excel in one dimension while sacrificing others.
For instance, many CL methods achieve high accuracy but at the cost of prohibitive
memory usage or computational overhead. Moreover, the scarcity of labelled data emerged
as a particularly significant challenge in real-world deployments, as existing CL approaches
often assume access to substantial amounts of labelled data – unrealistic in mobile scenarios
where user labelling is limited.

The success of our TinyTrain and LifeLearner systems demonstrates that this trilemma
can be addressed through techniques that adaptively balance these three dimensions based
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on the specific characteristics of the task and device:

1. Task-adaptive sparse updates that reduce memory and computational requirements.

2. Efficient meta-learning strategies that enable high accuracy with fewer labelled
examples.

3. Hardware-aware design principles that adapt to the target device capabilities.

These approaches make CL practical in resource-constrained environments where extensive
user annotation is infeasible. Future mobile AI systems should adopt more flexible and
balanced optimisation strategies rather than prioritising any single dimension of efficiency.

7.2.3 The Feasibility of Truly Ubiquitous Adaptive AI

When we began this research, the notion of deploying CL systems on extremely resource-
constrained devices like MCUs seemed ambitious, if not impossible. Traditional wisdom
held that such adaptive capabilities would require computational resources far beyond
what is available in these tiny devices.

One of the most significant insights from our work is that, with careful system design and
algorithmic innovation, truly ubiquitous adaptive AI is not only possible but practical. The
successful deployment of LifeLearner on an MCU with only 512 KB of SRAM represents
a significant milestone, demonstrating that even the most constrained edge devices can
incorporate adaptability.

This finding has profound implications for the future of ubiquitous, mobile computing. It
suggests that we are approaching an era where intelligence and adaptive capability can
be embedded in virtually any connected device, from wearables to home appliances to
industrial sensors. This ”democratisation” of adaptive AI could lead to more personalised,
responsive, and efficient systems across all domains of life.

7.3 Future Research Directions

While this dissertation has made significant steps in enabling CL and on-device training
for mobile and IoT devices, several exciting avenues for future research remain:

• Federated Continual Learning: Investigating how our techniques can be extended
to federated learning scenarios, where multiple devices collaboratively learn while
preserving privacy. Note that this scenario involves challenges derived from federated
setup on top of the system challenges addressed in this dissertation: limited system
resources and user data. Thus, this could involve developing communication-efficient
protocols for sharing model updates and exploring how to balance local adaptation
with global model consistency.
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• Cross-Modal Continual Learning: Extending our work to scenarios where
systems need to continually learn across different data modalities (e.g., vision, audio,
and sensor data) simultaneously. This could be particularly relevant for multimodal
mobile and IoT applications and could involve developing new techniques for efficient
cross-modal knowledge transfer and representation learning.

• Further Optimising Training Efficiency of Continual Learning and On-
device Training: While our work enhances the training efficiency of CL and
on-device training, there exist many promising techniques that can be explored
and incorporated to maximise the system efficiency. For instance, techniques such
as Mixed Precision Training (MPT) [275], quantisation using even lower precision
(such as using 2 or 3 bits) for weights and activations during the CL process, and
applying pruning dynamically to a model during the CL process to reduce the model
parameters might help improve the training efficiency in terms of its computational
costs, memory footprints and latency.

• Combining Binary Neural Networks with Continual Learning: An interesting
avenue for future work is the exploration of combining binary neural networks with
CL methods. This approach could potentially offer extreme efficiency in terms of both
storage and computation, while still allowing for continuous adaptation. Research
in this area could involve developing novel training algorithms that maintain the
benefits of binary networks while enabling effective CL.

• Extending TinyTrain to Different Architectures and Applications: Our
evaluation of TinyTrain is currently limited to CNN-based architectures on vision
tasks. Future work should aim to extend TinyTrain to different architectures
such as Transformers and RNNs, and to a broader range of applications including
segmentation and processing of audio or biological data. Additionally, exploring the
application of TinyTrain to mobile-grade large language models on the edge could
open up new possibilities for on-device natural language processing. This extension
would validate the generalisability of TinyTrain’s approach and potentially lead to
breakthroughs in efficient on-device training across various domains.

• Sustainable On-Device Training: While on-device training avoids the excessive
electricity consumption and carbon emissions associated with centralised training,
it has traditionally been a significant drain on the battery life of edge devices.
TinyTrain’s energy efficiency improvements pave the way towards more sustainable
on-device training. Future research should focus on further optimising energy
consumption, potentially exploring techniques such as adaptive power management
or energy-aware training scheduling. This could lead to the development of truly
sustainable AI systems that can learn and adapt without compromising device
longevity or environmental impact.
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• Automated Hardware-aware Optimisation: Developing frameworks that can
automatically adjust CL and training algorithms based on the specific hardware
constraints of target devices. This could involve using reinforcement learning or
other adaptive techniques to dynamically optimise the trade-offs between accuracy,
memory usage, and energy consumption.

7.4 Closing Thoughts

This dissertation demonstrates a significant advancement in mobile and IoT computing–the
shift from static, pre-trained models to adaptive, continually learning systems. Our work
shows that devices can become learning companions that evolve with users’ changing needs
while operating within strict resource constraints.

Most significantly, we have demonstrated that these adaptive capabilities need not be
limited to high-end devices. By addressing the core challenges of memory, computational,
and data efficiency, we have shown that adaptive intelligence can be democratised across
the spectrum of computing devices, from mobile/embedded systems to microcontrollers.

As the IoT continues to grow and mobile computing becomes increasingly ubiquitous, the
techniques and systems developed in this dissertation will play a crucial role in creating
more intelligent, efficient, and adaptive mobile and IoT ecosystems. The future of mobile
computing lies in devices that can continuously learn and adapt to their environments
and users, and this research represents a significant step towards realising that vision.
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Wearable Activity Tracking in Car Manufacturing. IEEE Pervasive Computing,
7(2):42–50, April 2008.

[232] Shuochao Yao, Shaohan Hu, Yiran Zhao, Aston Zhang, and Tarek Abdelzaher.
DeepSense: A Unified Deep Learning Framework for Time-Series Mobile Sensing
Data Processing. In Proceedings of the 26th International Conference on World
Wide Web, WWW ’17, pages 351–360, Republic and Canton of Geneva, Switzerland,
2017.

[233] Harish Haresamudram, David V. Anderson, and Thomas Plötz. On the Role of
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