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Abstract

Wearable devices are revolutionising personal health and fitness monitoring by enabling

real-time, continuous, and non-invasive tracking of various physiological parameters. Among

wearables, earables (sensor-equipped earbuds) have emerged as a promising platform for

physiological sensing due to their widespread use, stable position on the body, and proximity

to key organs and vasculature. Research has investigated embedding specialised sensors into

earables for physiological monitoring. However, earables face size and shape constraints due

to their need to fit comfortably in the ears, limiting the feasibility of including such sensors.

Nonetheless, commodity noise-cancelling earbuds like the Apple AirPods Pro natively

contain a microphone that faces inside the ear canal. In this thesis, we explore the potential

of using this in-ear microphone for monitoring physiological parameters. Specifically, we

focus on three key vital signs: heart rate, respiratory rate, and stroke volume. For each

of these, we develop novel sensing pipelines that leverage the unique properties of in-ear

audio, including its ability to capture both heart sounds and footstep sounds.

First, we study heart rate monitoring under conditions of daily life, encompassing when the

user is both sedentary and active. We propose a pipeline to perform supervised denoising of

in-ear audio to emphasise heart sounds within motion-corrupted signals from which heart

rate can be determined. We thus show the feasibility of accurately estimating heart rate

under various conditions, demonstrating the potential for a new sensing modality for heart

rate on earables.

Our second contribution explores the possibility of measuring respiratory rate, another

key physiological parameter, under daily life conditions using only in-ear audio. We use

physiological couplings between cardiovascular activity, gait, and respiration to indirectly

estimate respiratory rate from heart sounds and footstep sounds captured by the in-ear

microphone. In doing so, we effectively overcome the shortcomings of requiring reliable res-

piratory sounds for respiratory rate measurements. This contribution proves the possibility
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of achieving robust respiratory rate estimation under various conditions using earables.

Finally, we investigate the potential for monitoring stroke volume, a clinical vital sign

typically measured only in medical settings, using in-ear audio. We employ self-supervised

learning and transfer learning to demonstrate the feasibility of estimating average stroke

volume using only sensors available in commodity earbuds.

This thesis contributes to the growing field of earable computing and physiological sensing,

advancing the understanding and application of in-ear audio for physiological monitoring.

Our research demonstrates that in-ear microphones can effectively monitor key physiological

parameters in real-life conditions, paving the way for widespread, continuous health moni-

toring. Our findings have significant implications for personal health monitoring, fitness

tracking, and potential clinical applications, demonstrating the potential of earables in

transforming how we monitor and understand human physiology in daily life.
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Chapter 1

Introduction

1.1 Motivation

In recent years, the proliferation of wearable devices has started to revolutionise the

landscape of personal health and fitness. With the rapid growth of these devices, we now have

access to a wealth of data from the human body, collected from various locations (e.g., wrist,

finger, ear) and using various sensors (e.g., inertial measurement unit, photoplethysmography,

microphone).

Initially, this data was mainly used for basic step counting and activity tracking. However,

the field has progressed to monitoring parameters related to health and physiology. Recently,

wearable devices have begun to be used for heart rate monitoring, sleep tracking, and even

measuring blood oxygen saturation.

Wearables are advantageous for physiological monitoring as they enable real-time, continuous

and non-invasive tracking. This empowers users to better understand their health and

wellbeing, customise training programs to reach health-related goals, and can even be used

for early diagnosis and to track disease progression. However, the usefulness of wearables is

often hampered by their form factor. For example, respiration and heart rate are typically

measured using a chest strap which is inconvenient for long-term use and impedes daily

activities [1]. Other modalities, such as smartwatches, are commonly used, but their

measurements are prone to noise due to movement [2].

The form factor of wearable devices has evolved significantly over time. While they initially
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started as smartwatches, there has been a rise in ring-based and head-based wearables over

time. Head-worn devices include glasses, VR headsets, brain-computer interfaces, and more

recently, earbuds. These devices offer interesting and unique opportunities for sensing as

they lie close to key organs and vasculature, such as the brain, nose, mouth, and the arteries

supplying the brain with blood. Among these head-worn devices, earbuds are particularly

interesting. Sensor-equipped earbuds, or earables, currently make up the largest share of the

wearables market [3], with this trend expected to continue growing year on year. Earables

are unique among head-based wearables as they are already pervasive due to their use for

entertainment and remote working. Besides their widespread nature, earables also have

several advantages over other wearables used for health and fitness monitoring:

1. The head is a stable location on the body, making signals collected from the ear more

robust than those collected from smartwatches, which suffer from random motions

due to wrist and hand movements.

2. The head lies close to key organs and vasculature, enabling sensing opportunities not

accessible to wrist or finger-worn devices.

3. Unlike other head-worn devices, earables are small and light enabling them to be

worn for long periods, both while stationary and moving, without obstructing daily

activities.

Sensors such as electroencephalogram (EEG) [1] and photoplethysmography (PPG) [4]

have been embedded into earables to achieve physiological sensing applications, such as

heart rate monitoring and sleep tracking [5]. However, equipping earables with additional

sensors adds computational and design complexity, extra power consumption and higher

cost, which hampers its potential for widespread adoption and use. Commercially available

earables, such as the Apple AirPod Pro [6] and Sony WF-1000XM5 [7] are equipped with an

inertial measurement unit (IMU), and internally and externally facing microphones. These

sensors help to achieve fundamental functionality of the earbuds, such as automatic pause

when the earbud is taken out of the ear (IMU), speech and calls (external microphone),

and active noise cancellation (internal microphone). This internal microphone1, which faces

inside the ear canal, opens up new opportunities for passively sensing internal biosignals

and sounds.

In this thesis, we explore the untapped potential of earables and in-ear audio sensing to

1This thesis uses internal microphone, inward-facing microphone and in-ear microphone interchangeably
depending on context
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advance the field of non-invasive physiological monitoring.

1.2 Limitations and Challenges in Earable Research

for Physiological Monitoring

Earables are still in their infancy within the larger wearables ecosystem, specifically for

physiological monitoring. Regardless, they have huge potential for widespread use in this

area. However, several challenges and limitations in existing research need to be addressed

to achieve this goal.

Sensing Modalities: Since earables are a new technology, limited research has been

conducted on measuring physiological parameters with them. It remains unclear which

elements of human physiology can effectively be measured with which sensing modality. It is

also unclear whether the native sensors onboard commercial earables are sufficient to sense

physiology or if additional specialised sensors, such as PPG, are required. Additionally, due

to the complex nature of human physiology, physiological and bio-signals are inherently

noisy and often have very small amplitudes. This results in low signal-to-noise ratios (SNR)

and low-quality data. A key challenge in earable sensing for physiology is how to develop

processing pipelines to generate meaningful measurements from this low-quality data.

Data Processing and System Performance: Earables have a small form factor due to

their placement on the body, resulting in small batteries with low power capacities. Even

without additional sensing requirements, earbuds typically operate for only 4 to 5 hours

continuously without needing to be charged. However, to monitor physiology, a continuous

stream of sensor data is needed, which requires further processing and places additional

strain on the already limited battery. Additionally, the more physiological parameters

one aims to measure, the higher the power requirements will be. Thus, a key challenge

lies in developing data processing pipelines that can process this data with low latency

to provide real-time measurements to the user, while minimising power consumption and

battery usage.

Dataset Size and Generalisability: Due to the relatively early stage of the earables field,

there is a lack of hardware available to collect data for developing and evaluating algorithms.

Consequently, a key limitation in earables research is the development of algorithms using

limited data. This presents a significant challenge in creating algorithms that can generalise
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to new users within the constraints of a limited dataset.

In this thesis, we focus on sensing using the in-ear microphone. We present three physiolog-

ical parameters, or vital signs, that can be measured using earables: heart rate, respiratory

rate, and stroke volume. The rest of this section will relate the broad challenges facing

earables for in-ear microphone sensing and the sensing of these three vital signs.

In-ear microphone sensing

Although commodity active-noise cancelling earables contain in-ear microphones, current

earable platforms do not provide access to an application programming interface (API) to

access this data stream. This makes accessing data from the in-ear microphone challenging.

This also means that custom hardware is needed to collect in-ear audio, thus hampering

the scalability of data collection exercises. Additionally, due to the high sampling rate

required to capture meaningful audio signals, performing power and compute-efficient

audio operations is more difficult than with other sensors. It is therefore critical to develop

efficient processing techniques to minimise the power consumption of the processing pipelines.

Another key challenge with in-ear audio signals is their high variability between participants.

Therefore, it is essential to develop systems that can generalise well across different in-ear

audio signal properties.

Heart rate monitoring

Research is underway to determine the extent to which earables can be used to measure

heart rate. Research has seen PPG [4,8] and electrocardiogram (ECG) [9] embedded into

earables to measure heart rate. However, these sensors are not available on commodity

earbuds. Early works explored the feasibility of using in-ear microphones to capture heart

signals while stationary [10], however even while stationary, the SNR of these signals was

weak and highly prone to noise. At the time of writing this thesis, no studies had explored

heart rate monitoring under motion conditions using in-ear audio. As we will discuss in

Chapter 3, motion conditions bring new challenges since interference from motion is difficult

to distinguish from the biosignal due to large frequency overlaps, worsening the already low

SNR of the signal. We also need to create models with good performance using limited-size

datasets. To achieve this, we require intelligent techniques that combine deep learning and

signal processing to enhance model generalisability and achieve robust results. Another

key challenge is ensuring that heart rate can be measured without disrupting the primary
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functionality of earables, such as music listening. Finally, from a systems perspective, it

is key to develop algorithms that can determine heart rate in pseudo-real-time to provide

continuous heart rate measurements to the user.

Respiratory rate monitoring

Breathing sounds are perhaps the most intuitive physiological sounds to measure using

microphones since they are sometimes of audible volume. This has been leveraged to measure

breathing sounds using microphones placed under the nose [11] and with smartphone

microphones [12]. However, a key problem with microphone sensing is background noise.

To distinguish the signal from this noise, high-intensity breathing sounds are required,

which are uncommon during normal, resting breathing. Early works have also investigated

capturing breathing sounds using the in-ear microphone [10], showing that ear breathing

signals are weak with very low SNR. Due to the weakness of these breathing sounds, even

the smallest head movements while stationary cause inaccurate estimations and noise in

the signal. Due to the significant challenges imposed by motion artefacts on weak signals

(as discussed in Chapter 4), at the time of writing this thesis, no studies had examined

respiratory rate estimation under real-life conditions (sedentary and active) using in-ear

microphones. Thus, developing signal-processing pipelines capable of accurately operating

under multiple conditions remains a challenge. Additionally, for respiratory rate estimation

to be performed in real-life conditions, processing must occur in pseudo-real-time to provide

the user with meaningful data. This presents another challenge in developing powerful, yet

efficient algorithms for this complex problem.

Stroke volume monitoring

While early works have proven the feasibility of heart and respiratory rate monitoring

using earables while stationary, no studies have extended research into more clinical-based

physiological parameters. This is a key limitation in current earables research that needs to

be addressed. A significant challenge with this line of research is obtaining accurate ground

truth due to the need for medical expertise and hospital-grade devices. One critical clinical

physiological parameter is stroke volume, the volume of blood pumped by the left ventricle

in one contraction. Measuring stroke volume is essential for evaluating cardiac function

and assessing overall cardiovascular health and fitness. It has been shown that stroke

volume can be calculated using seismocardiogram signals (heartbeat-induced chest vibration

signals) [13] and PPG on a chest-worn sensor [14], and PPG on the finger [15]. However, as
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we will show in Chapter 5, stroke volume has yet to be measured using commodity wearable

devices. Therefore, a key challenge lies in proving the feasibility of not only measuring

stroke volume from the ears but also doing so using an untested sensing modality. Another

significant challenge in this line of work is the limited dataset size. Because measuring

stroke volume requires clinical staff, the number of participants is further restricted. This

necessitates the use of learning-based techniques to extract key features from the data,

enabling generalisation even with a limited dataset.

1.3 Thesis and Substantiation

We have seen that research on earables for physiological sensing is still in its early stages,

particularly when using the sensors natively available on commercial earbuds. Of these

sensors, the in-ear microphone shows promise for monitoring human physiology. However,

its use is coupled with numerous challenges and limitations that must be addressed using

intelligent processing techniques. To address these, our thesis aims to: enable in-ear audio

for physiological monitoring by exploring biosignals captured by the in-ear microphone and

developing intelligent signal processing and learning-based systems to monitor key aspects of

human physiology. We substantiate this statement by developing systems to monitor three

key physiological parameters.

Ultimately, this thesis addresses the following research questions:

• Research Question 1: How can we develop pipelines to overcome low signal-to-noise

ratio and high motion interference in in-ear audio signals to determine heart rate?

• Research Question 2: How can we leverage in-ear audio and its unique properties to

estimate respiratory rate even under inaudible breathing sounds?

• Research Question 3: How can we develop high-performing models to measure stroke

volume from limited in-ear audio datasets?

1.4 Contributions and Chapter Outline

This thesis will start with an overview of the background and existing works in earable

sensing and in-ear audio sensing in Chapter 2, before presenting the three main contributions

which address the research questions posed in the previous section:
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Contribution 1: Motion-resilient heart rate monitoring

In Chapter 3, we investigate heart rate monitoring using in-ear audio. Specifically, we

assess the feasibility of monitoring heart rate under real-life conditions, including both

sedentary and moving scenarios. We leverage audio collected from inside the ear canal,

which contains heart sounds due to the occlusion effect (the amplification of low-frequency

bone-conducted sounds inside the occluded ear canal). While this audio includes heart

sounds, these are often corrupted by motion artefacts when the user is moving. To address

this issue, we propose hEARt, a deep learning-based pipeline for motion-resilient heart

rate estimation. In this pipeline, we use a U-Net model to denoise and enhance in-ear

audio using ECG signals followed by a signal processing pipeline to estimate heart rate.

We further pre-train the model with a heart sounds dataset to initialise the model weights.

We implemented the system using a custom earable device with an in-ear microphone

in each ear and collected data from 15 participants under various sedentary and motion

conditions. Our results show mean absolute errors (MAE) of 1.88 beats per minute (BPM),

6.83BPM, and 13.19BPM for sedentary, walking, and running, respectively, with errors of

less than 10% across all activities. Furthermore, our in-ear audio-based heart rate estimation

outperforms PPG-based measurements on earbuds. We also demonstrate that heart rate

can be measured while using the essential functionalities of earbuds, such as speaking and

listening to music. We demonstrate, for the first time, the potential of using in-ear audio

for heart rate monitoring in real-life conditions.

Contribution 2: Robust respiratory rate monitoring

Previously, we identified that in-ear audio signals exhibit clear heart sounds when stationary

and clear footstep sounds when moving. We build upon these findings in Chapter 4 and

investigate whether it is possible to monitor respiratory rate while sedentary and active.

We found that breathing sounds cannot be reliably detected using the in-ear microphone

during resting conditions which are dominated by light, low amplitude breath sounds, or

under active conditions where they are overwhelmed by footstep sounds. To achieve robust

monitoring, we leverage the unique ability of the in-ear microphone to capture both heart

sounds and footstep sounds. Specifically, we propose RespEar, a system for indirectly

estimating respiratory rate using Respiratory Sinus Arrhythmia (RSA) and Locomotor

Respiratory Coupling (LRC), which are physiological couplings between cardiovascular

activity, gait and respiration. The system consists of two parallel signal processing pipelines
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based on user activity: one for sedentary conditions, extracting respiratory rate from heart

rate variability signals, and another for active conditions, extracting respiration-related

features from in-ear audio combined with stride frequency to estimate respiratory rate.

Using our earable prototype, we collected data from 18 participants across 8 different

scenarios. We achieved a MAE of 1.48 breaths per minute (BPM)2 and a mean absolute

percent error (MAPE) of 9.12% in sedentary conditions, and an MAE of 2.28BPM and

a MAPE of 11.04% in active conditions. We demonstrate the feasibility of using a single

commodity device, earbuds, to measure respiratory rate across various daily life activities.

Contribution 3: Stroke volume monitoring

Building on the clear heart sounds captured while sedentary in the previous two chapters,

we study the feasibility of monitoring stroke volume using in-ear audio. Stroke volume is a

key marker of cardiovascular health and physical fitness, but it is typically measured only

within clinical settings. We demonstrate the possibility of measuring this clinical vital sign

using only sensors on commodity earbuds. Specifically, we use generative self-supervised

learning with a masked autoencoder and transfer learning to predict average stroke volume

before and after isometric exercise. Since the signal properties of in-ear audio are vastly

different from those of general audio, we compiled a dataset of 1160 minutes of unlabelled

in-ear audio from various participants and activities and used this dataset to train the

encoder-decoder network, adapting it to in-ear audio. We then remove the decoder network,

and further fine-tune the encoder on a specialised dataset specifically collected for stroke

volume estimation. With data from 23 participants, we achieve an overall MAE of 5.24mL

(6.83%), with errors of 6.81% and 6.85% before and after exercise, respectively. We thus

demonstrate the feasibility of measuring stroke volume using commodity wearables, paving

the way for widespread monitoring of cardiovascular health and fitness.

1.5 List of Publications

This section contains the works that have been submitted to and published in peer-reviewed

journals, workshops and conferences, both directly related to this dissertation and otherwise.

2Both heart rate and respiratory rate errors are expressed in units of BPM, with BPM meaning beats
per minute for heart rate, and breaths per minute for respiratory rate. In this thesis, we will use BPM for
both with the meaning being implied by context.

8



1.5. List of Publications

Works related to this dissertation

[16] An evaluation of heart rate monitoring with in-ear microphones under

motion

Kayla-Jade Butkow, Ting Dang, Andrea Ferlini, Dong Ma, Yang Liu, Cecilia Mascolo.

Pervasive and Mobile Computing

[17] hEARt: Motion-resilient Heart Rate Monitoring with In-ear Microphones

Kayla-Jade Butkow, Ting Dang, Andrea Ferlini, Dong Ma, Cecilia Mascolo.

2023 IEEE International Conference on Pervasive Computing and Communications (Per-

Com), Atlanta, GA, USA, 2023

[18] RespEar: Earable-Based Robust Respiratory Rate Monitoring

Yang Liu3, Kayla-Jade Butkow3, Jake Stuchbury-Wass, Adam Pullin, Dong Ma, Cecilia

Mascolo

2025 IEEE International Conference on Pervasive Computing and Communication (Per-

Com), Washington DC, USA, 2025

[19] Measuring Cardiac Stroke Volume Through In-ear Audio Sensing

Kayla-Jade Butkow, Navazh Jalaludeen, Yang Liu, Jake Stuchbury-Wass, Mathias Ciliberto,

Dong Ma, Joseph Cheriyan, Cecilia Mascolo

Submitted

Other Works

SmarTeeth: Augmenting Manual Toothbrushing with In-ear Microphones

Qiang Yang, Yang Liu, Jake Stuchbury-Wass, Kayla-Jade Butkow, Dong Ma, Cecilia

Mascolo.

CHI ’25: CHI Conference on Human Factors in Computing Systems

WalkEar: An Earable-based Application-agnostic Gait Monitoring System

Jake Stuchbury-Wass, Yang Liu, Kayla-Jade Butkow, Josh Carter, Qiang Yang, Ezio

Preatoni, Dong Ma, Cecilia Mascolo.

2025 IEEE International Conference on Pervasive Computing and Communication (Per-

Com), Washington DC, USA, 2025

3Both authors contributed equally to the research work reported in this paper.

9



Chapter 1. Introduction

[20] EarTune: Exploring the Physiology of Music Listening

Kayla-Jade Butkow, Andrea Ferlini, Fahim Kawsar, Cecilia Mascolo, Alessandro Montanari.

In Companion of the 2024 on ACM International Joint Conference on Pervasive and

Ubiquitous Computing (UbiComp ’24).

[21] BrushBuds: Toothbrushing Tracking Using Earphone IMUs

Qiang Yang, Yang Liu, Jake Stuchbury-Wass, Kayla-Jade Butkow, Dong Ma, Cecilia

Mascolo.

In Companion of the 2024 on ACM International Joint Conference on Pervasive and

Ubiquitous Computing (UbiComp ’24).

EarMeter: Continuous Respiration Volume Monitoring with Earable Audio

Yang Liu, Qiang Yang, Kayla-Jade Butkow, Jake Stuchbury-Wass, Dong Ma, Cecilia

Mascolo

Under Review: MobiCom 2025

Deep-Learning Based Segmentation of In-Ear Cardiac Sounds

Jordan Waters, Jake Stuchbury-Wass, Yang Liu, Kayla-Jade Butkow, Cecilia Mascolo.

Under Review: Artery Research special collection on Wearable devices for BP and hemody-

namics

[22] IMChew: Chewing Analysis using Earphone Interial Measurement Units

Tamisa Ketmalasiri, Yu Yvonne Wu, Kayla-Jade Butkow, Cecilia Mascolo, Yang Liu.

Proceedings of the Workshop on Body-Centric Computing Systems, Minato-ku, Tokyo,

Japan, 2024

[23] Heart Rate Extraction from Abdominal Audio Signals

Jake Stuchbury-Wass, Erika Bondareva, Kayla-Jade Butkow, Sonja Šćepanović, Zoran
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Chapter 2

Related Work

In the previous chapter, we explored the potential of in-ear audio for physiological monitoring

and discussed the challenges and limitations of physiological monitoring using earables.

In this chapter, we proceed by reviewing prior techniques and applications of earables

and wearables to physiological monitoring, as well as common techniques for audio signal

processing. Specifically, we briefly discuss general applications of earables to health and

wellbeing in Section 2.1, followed by an introduction to passive acoustic sensing on earables

in Section 2.2. We then focus on the background and prior work of the three application

scenarios of interest in this thesis: heart rate (Section 2.3), respiratory rate (Section 2.4)

and stroke volume (Section 2.5). Finally, we discuss common processing techniques for

audio signals, including signal processing and deep learning, in Section 2.6.

2.1 Health and Wellbeing Monitoring Using Earables

Recently, the earable research field has seen significant growth, with a substantial amount

of work being published. There has been a particular focus on using earables for monitoring

health and wellbeing, especially in the areas of cardiac and respiratory sensing. This will

be elaborated on in Sections 2.3.2 and 2.4.2.

In addition to cardiac and respiratory monitoring, earables have been used to measure other

physiological parameters, including blood oxygen saturation [24,25], body temperature [26],

blood pressure [27], and VO2max [28]. Additionally, earables have been used for the

detection of bruxism [29], swallowing detection [30, 31], chewing [32] and food intake
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analysis [33]. Research has also explored using earables for cough detection [34], bowel

sound detection and analysis [35], and the detection and differentiation of ear diseases [36].

Therefore, it is evident that there is growing interest in using earables to monitor health

and physiology, making them a promising tool for cardio-respiratory monitoring.

2.2 Passive Acoustic Sensing on Earables

The works discussed in Section 2.1 leverage various sensors, such as IMUs, external micro-

phones or PPG on earables to achieve diverse sensing capabilities. However, of interest in

this thesis is the inward-facing microphone. In this section, we provide a primer on the

use of the inward-facing microphone for sensing and discuss related works that intelligently

leverage this microphone for various applications.

2.2.1 Enabling passive acoustic sensing

To achieve active noise cancellation (ANC), ANC earbuds are equipped with both an inward-

facing microphone, facing inside the ear canal, and an external microphone, facing the

environment. The inward-facing microphone functions as a feedback microphone, working

together with the external microphone to remove external noise, thereby achieving noise

cancellation [5]. Aside from their primary function in ANC, inward-facing microphones

also enable passive sensing capabilities. This opens up new opportunities for sensing

sounds inside the ear canal, thus enabling the capture of body sounds that were previously

inaccessible.

However, these body sounds are weak and difficult to capture. Therefore, to enable mean-

ingful signal capture using the inward-facing microphone, we leverage a key physiological

phenomenon known as the the occlusion effect

When the ear canal is occluded, or blocked, the impedance within the ear canal increases.

This causes the ear canal to act as a low-pass filter, amplifying low-frequency sounds while

attenuating high-frequency sounds [37]. The occlusion effect manifests specifically with

bone-conducted sounds, which are sounds conducted through the bones to the ear [38].

These bone-conducted sounds travel through the bones to the inner ear and cause vibrations

in the walls of the ear [37]. When the ear canal is open, these sound waves escape through

the ear canal. However, when the canal is blocked, the sound waves reflect off the occlusion
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device and onto the eardrum where they are amplified [39]. Research has shown that the

occlusion effect can cause amplifications of up to 45 dB at 150 Hz, with amplification

decreasing to 10 dB at 1000 Hz [40].

These bone-conducted sounds are typically related to physiological noises, such as heart

sounds, breathing, footsteps, voice, and chewing noises [10, 40]. Of particular interest in

this thesis is the bone-conducted sounds associated with heartbeats, breathing and steps.

Earables can take advantage of the occlusion effect by blocking the ear canal, allowing for

the capture of these sounds. Therefore, using earables that occlude the ear canal, we can

leverage this effect to record bone-conducted sounds through the inward-facing microphone,

as shown in Figure 2.2.1.

Pinna

Occlusion device

Microphone

Ear canal

Ear drum

Bone 
conducted 
sound

Eustachian tube

Ossicles

Cochlea

Auditory nerve

Figure 2.2.1: The anatomy of the ear and the occlusion effect. Adapted from [41].

2.2.2 Applications of passive acoustic sensing

The occlusion effect in earables has been used for various sensing applications. Ma et al. [42]

employed the occlusion effect to detect various human activities, such as walking, running,

drinking and remaining stationary, and various hand-to-face gestures.

This study also demonstrated the potential for detecting steps during walking and running

and showed that accurate step counting can be done using earables, thus proving that in-ear
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audio signals can capture clear step sounds during motion. Additionally, passive sensing

has also been used to distinguish between different activities of the teeth [43], recognise

different hand-to-face gestures [44], monitor eating and drinking activities [33], and provide

biometric authentication [44–46]. Other applications include sleep sound classification [47],

sleep staging [48], and spirometry [49].

In the coming sections, we will present the background and related work of the three specific

physiological phenomena we focus on in this thesis.

2.3 Heart Rate Monitoring

Heart rate is an excellent indicator of fitness level, and is strongly associated with car-

diovascular disease and mortality risk. Heart rate monitoring can help design workout

routines to maximise training effect, and, more importantly, serves as an early biomarker

for heart disease since cardiovascular fitness is a key predictor of cardiovascular disease.

Additionally, heart rate variability (HRV), which measures the variation in time between

successive heartbeats, is a predictor of physical and mental health. HRV, a proxy for

autonomic nervous system behaviour, is predictive of aerobic fitness when measured during

both maximal and sub-maximal exercise [50]. Thus measuring heart rate during physical

activity is critical for monitoring human health and wellbeing. In this section, we first

discuss general wearables for heart rate monitoring to provide context on the shortcomings

of existing wearables. Then we discuss earable-based solutions for heart rate monitoring.

2.3.1 Wearables for heart rate monitoring

Heart rate is typically measured using EEG, ECG, or PPG sensors. However, EEG is limited

to clinical settings, and ECG measurements during movement require a chest strap, making

it impractical for everyday use. These limitations hamper the real-world applicability of

these methods. While some smartwatches, such as the Apple Watch Series 9, can capture

ECG readings, they require the user to close the circuit by touching the device with their

fingers. Additionally, they only work when the user is stationary, making them unsuitable

for continuous, in-the-wild monitoring.

To overcome these limitations, PPG has become the standard for heart rate monitoring in

wearables. However, PPG is also limited by its susceptibility to motion artefacts caused

by physical activity or body motion [51]. Bent et al. [52] found that among consumer and
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research grade wrist-worn wearables, heart rate estimation errors increased by 30% during

activity compared to rest. One specific problem with PPG is the signal crossover effect,

where the sensors mistakenly lock onto periodic signals generated by motion, such as walking

or running, instead of the heart signal [52,53], leading to inaccurate measurements. Moreover,

PPG performance has been shown to vary based on skin tone, with higher measurement

errors observed in participants with darker skin tones [52, 54]. These limitations highlight

the need to explore alternatives to PPG sensors for heart rate monitoring.

Acoustic sensors on wearable devices have also been studied as a method for heart rate

measurement. Chen et al. [55] estimated heart rate using a small acoustic sensor placed

on the neck, and Sharma et al. [56] captured heart sounds with a microphone positioned

on the radial artery at the wrist. Rose et al. [57] showed that cardiac sounds could be

captured using microphones placed on the forehead, wrist, or ankle. These studies prove

the feasibility of capturing cardiac-related sounds from various distant body locations when

the user is stationary. However, these approaches are impractical for daily use due to the

need for specialised, non-commodity wearable devices.

Therefore, there is still a need for a heart rate sensing modality which leverages commodity

wearables and can provide accurate measurements during full-body motion and active

scenarios.

2.3.2 Earables for heart rate monitoring

Research has also explored the feasibility of heart rate monitoring using earables, primarily

using PPG and microphones.

Le Boeuf et al. [28] used a pair of PPG-embedded earbuds developed by Valencell Inc.1 to

determine heart rate, energy expenditure and VO2max. Their study found good agreement

between ECG and PPG-derived heart rates. Ferlini et al. [58] developed a custom PPG

earbud and evaluated its performance across various activities. They reported errors of

27.14%, 29.84% and 12.52% for walking, running and talking respectively, quantitatively

demonstrating that the signal crossover effects present in watch-based PPG also exist in

ear-based PPG. This emphasises the challenges of PPG for heart rate estimation under

motion.

Goverdovsky et al. [1] were the first to demonstrate the feasibility of capturing heart sounds

1https://valencell.com/
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using passive sensing with an in-ear microphone, leveraging the occlusion effect. They

showed that clear cardiac sounds could be captured while stationary as long as there was

no jaw motion. Martin and Voix [10] extended this work by capturing heart sounds and

computing heart rate while participants were stationary, using simple signal processing-

based approaches without accounting for motion resilience. However, they found that even

minor body movements while stationary introduced significant artefacts in the signals.

Nirjon et al. [59] introduced an earphone equipped with an in-ear microphone to measure

heart rate and an IMU to assess activity levels. However, they did not investigate the

impact of activity on in-ear heart sounds or evaluate performance during motion. Gilliam

et al. [60] used a custom in-ear microphone to determine heart rate and inter-beat intervals

in stationary participants using simple signal processing. They also demonstrated the

possibility of predicting atrial fibrillation from in-ear audio signals. Fan et al. [61] built a

custom PCB to convert the speakers in commodity headphones to an in-ear sensor. Using

this, they measured heart rate while stationary and while putting the earphones on and

off by determining periodicity using autocorrelation. However, they did not examine the

effects of full-body motion. Cao et al. [44] developed a sensing platform which provides

access to the in-ear microphone on commodity ANC earphones. They demonstrated that

with access to raw microphone signals from these devices, it is possible to obtain clear heart

sounds while stationary, thus validating the potential of using commodity earables for heart

rate monitoring. However, their approach relied on simple envelope and threshold-based

methods, which are only effective on noise-free signals and when the user is stationary.

Therefore, while numerous studies have examined the potential of in-ear audio for heart

signal monitoring in stationary conditions, literature consistently finds that motion, even

minor non-full-body motion, introduces significant artefacts that obscure heart sounds. No

solutions have been proposed to reduce the impact of motion, nor has any work extended

this monitoring to the more challenging scenario of full-body motion. Thus, accurate heart

rate monitoring under motion using the sensors in commodity earbuds remains an unsolved

yet critical problem.

2.4 Respiratory Rate Monitoring

Respiratory rate provides crucial information about overall health and fitness within the

human body. Clinically, it is used for disease diagnosis and management of various conditions,

and it can also serve as an early warning sign of health deterioration, such as in cases
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of cardiac arrest or respiratory illnesses [62]. In daily life, respiratory rate indicates the

presence of physical and mental stressors, including emotional stress, emotional response,

and cognitive load [62]. Additionally, it is a key indicator of exertion levels during physical

activities [63], offering valuable insights for optimising workout routines and detecting

exercise-induced fatigue [64]. Therefore, continuous respiratory rate monitoring across

various daily activities and settings is vital for gaining meaningful insights into health and

fitness. In this section, we review existing research on respiratory rate monitoring using

mobile and wearable devices and outline the gaps and limitations in current approaches.

Then we explore the potential of breathing-rate monitoring using earables.

2.4.1 Mobile and wearable devices for respiratory rate monitoring

Respiratory rate monitoring has been extensively explored within the mobile computing

community, but a comprehensive solution to this problem has yet to be developed.

Under motion conditions, respiratory rate is most commonly measured using a chest strap,

similar to heart rate monitoring. The Zephyr [65] system uses pressure sensors in a chest

strap to capture breathing movements and thus determine respiratory rate. However, these

straps are uncomfortable and inconvenient for everyday use.

Research has also explored the use of smartphones for respiratory rate monitoring [11,66–70].

Most commonly, these studies utilise the smartphone’s IMUs, though these solutions require

the user to hold the device in a specific position. For instance, some approaches necessitate

placing the smartphone on the chest [68–70], while others require it to be held against the

abdomen [69]. Nam et al. [67] used the smartphone camera to capture chest movements,

thereby determining respiratory rate, while another study by Nam et al. [11] recorded

breathing sounds using the smartphone’s built-in or headset microphones placed near the

suprasternal notch or nose. Wang et al. [66] employed active acoustic sensing to monitor

breathing-induced chest movements, but this method also requires the smartphone to

be held in a specific posture. All these solutions, however, only work under stationary

conditions and demand active user involvement with precise device placement, making

them unsuitable for continuous or real-life monitoring.

On smartwatches, systems typically use either IMU or PPG sensors for respiratory rate

monitoring. Several studies [71–74] have employed IMUs, though they focus on stationary

conditions, such as rest, meditation, or lying down [71,72,74]. Liaqat et al. [73] demonstrated

the possibility of estimating respiratory rate under both stationary and walking conditions
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using learning-based techniques. However, this approach rejects sensor data with excessive

noise, leading to only 20% of data windows being accepted during walking. As a result,

accurate results rely heavily on significant data rejection.

For PPG-based monitoring, some commercial smartwatches [75, 76] have integrated res-

piratory rate estimation functionality, however, these only work at rest, such as during

breathing exercises, while performing yoga, or when sleeping. Various studies have also

examined PPG-based respiratory rate estimation on smartwatches [77, 78]. Zhao et al. [77]

developed a learning-based approach for both sedentary and moving conditions, but the

system struggles to provide reliable estimations during motion with unacceptably large

errors. Dai et al. [78] focused on scenarios where users engage in discontinuous activities

while sitting, such as watching videos, talking, doing math, or holding an object, but did not

address more dynamic conditions. Therefore, smartwatch-based solutions for respiratory

rate monitoring have shown promise using learning techniques. However, their reliability

is compromised by motion artefacts, since on-the-wrist PPG and IMUs are both highly

susceptible to motion-induced disturbances [74,79,80]. This susceptibility leads to low data

retention rates or high estimation errors, particularly during movement.

Other approaches include using wireless signals like RF [81,82] and WiFi [83], which have

achieved considerable success under stationary conditions. However, these methods often

cannot operate effectively in the presence of multiple users, outside the home, or under

motion conditions. Additionally, some studies have employed body-worn PPG and ECG

sensors [84–88] to estimate respiratory rate indirectly from heart signals, however, these

also only function when the user remains still.

In summary, although there is extensive research on respiratory rate estimation using

wearable devices, no solutions provide comprehensive monitoring across a range of daily

activities and conditions.

2.4.2 Earables for respiratory rate monitoring

Research into respiratory rate monitoring using earables has explored various approaches

and sensing modalities, including PPG, IMUs, combinations of sensors, and both out-ear

and in-ear microphones.

Several studies have used in-ear PPG for respiratory rate monitoring [89–91], but these

solutions are only effective under stationary conditions. Additionally, Taniguchi and
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Nishikawa [89] required users to control their breathing at specific rates for optimal results.

Only Ferlini et al. [4] investigated in-ear PPG for respiratory rate estimation across various

user activities, such as stationary, talking, walking, and running. However, their findings

showed that physical activity significantly affected accuracy, with error rates reaching

approximately 31% under motion. Furthermore, since PPG sensors are not commonly

integrated into commercial earables, the real-world applicability of these systems is limited.

Preliminary works [92–94] have also explored the use of IMUs on earphones to estimate

respiratory rate. However, breathing-induced motions are very weak and easily overwhelmed

by head or body movements. As such, these methods are only effective under stationary

conditions by discarding data from periods with motions. These systems cannot function

in the presence of full-body motion, such as during walking or running, where breathing

motions are entirely overwhelmed.

Kumar et al. [95] estimated respiratory rate using out-ear microphones on AirPods, em-

ploying deep learning techniques. This approach relies on audible breathing sounds, which

are retained through perceptual annotation for model training and testing, which means it

only works effectively for heavy breathing. Moreover, out-ear microphones are inherently

vulnerable to environmental noises since breathing sounds are weak and attenuate signifi-

cantly in air. Ahmed et al [96] also employed out-ear microphones and IMUs on earphones

for respiratory rate estimation, but their system was tailored for stationary conditions

with head movement. However, in practical settings, natural breathing tends to be weak,

making these approaches less effective. Some studies, such as [97,98], have utilised out-ear

microphones on earphones and IMUs on smartphones to estimate locomotor respiratory

coupling (LRC) during running. This coupling can be used to estimate respiratory rate,

but it only works during running and these works assume a constant LRC ratio, which is

unrealistic in daily life scenarios.

Pressler et al. [99] investigated the characteristics of breathing sounds captured inside the

occluded ear canal, and found that breaths above some “critical flow” rate (i.e. minimum

quantity of air during a breath) create sounds that can be captured inside the ear. Gover-

dovsky et al. [1] also demonstrated the feasibility of capturing breathing sounds within the

ear canal. They hypothesised that the sounds of turbulent airflow created by breathing

travel through the tissues of the head and the eustachian tube to the ear. They showed

that these can be captured, however concluded that they are weak and affected by motion

artefacts. Martin and Voix [10] further explored this by estimating respiratory rate from
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sounds captured with an in-ear microphone inside the occluded ear canal. They achieved

this only when stationary and only using high-intensity (deep) breathing. Therefore, it has

been shown that when the user is stationary, breathing sounds above a certain intensity

(i.e., deep breathing) can be captured using the in-ear microphone.

Thus, while there has been considerable research into respiratory rate estimation using

earables, no system has been developed that is robust to movement and suitable for daily

life activities. Therefore, the significant challenge of accurate respiratory rate monitoring

under real-life conditions remains unsolved.

2.5 Stroke Volume Monitoring

2.5.1 Stroke volume primer

Stroke volume is a crucial cardiovascular parameter that plays a fundamental role in

understanding how the heart meets the body’s metabolic demands [13]. It refers to the

volume of blood ejected by each ventricle with each contraction (each heartbeat) [100].

Stroke volume is closely related to cardiac output, another essential cardiovascular parameter

that indicates the total volume of blood pumped by the heart per minute [100]. Cardiac

output is a key indicator of the body’s ability to deliver oxygen to the tissues and reflects

ventricular function. The relationship between stroke volume (SV) and cardiac output (CO)

is given by Equation (2.1), where HR represents heart rate [100].

CO = HR ∗ SV (2.1)

To fully understand stroke volume, it is important to first explain the cardiac cycle, as

illustrated in Figure 2.5.1 [100,101]. The systolic phase of the cardiac cycle begins with the

QRS complex on the ECG, which indicates ventricular depolarisation. This electrical event

triggers ventricular contraction and produces the S1 heart sound, which is produced by the

closure of the valves between the atria and ventricles as blood is ejected from the heart.

This is followed by the T wave on the ECG which indicates ventricular repolarisation.

After systole, the heart enters the diastolic phase. During diastole, the ventricles relax,

causing ventricular pressure to fall below that of the aorta and pulmonary artery. This

drop in pressure leads to the closure of the aortic and pulmonary valves, producing the
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S2 heart sound. As the ventricles continue to relax, they begin to fill with blood from the

atria, increasing ventricular volume.

At the end of diastole, the ventricle reaches its maximum blood volume, known as the

end-diastolic volume (EDV). After the ventricular contraction during systole, some blood

remains in the ventricle, referred to as the end-systolic volume (ESV). The difference

between the EDV and ESV (EDV - ESV) represents the stroke volume — the amount of

blood ejected from the ventricle during each heartbeat.
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Figure 2.5.1: Phases of the cardiac cycle illustrated using heart sounds, electrocardiogram
signals and ventricular volume. Adapted from [102].

Stroke volume is influenced by multiple physiological factors that affect the efficiency of the

heart [100,103]. These are as follows:

• Preload: The amount of stretch in the heart muscle fibers right before contraction.

The preload is related to the EDV and proportional to the stroke volume.

• Afterload: The arterial pressure (or resistance) the ventricles must overcome to eject

blood during systole. Afterload is determined by arterial blood pressure and systemic

vascular resistance and is inversely proportional to stroke volume. An increased

afterload, such as in hypertension, can reduce stroke volume.

• Contractility: The strength of the heart muscle’s contraction, which is influenced by

the magnitude of sympathetic nervous system input to the ventricles.
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2.5.2 Clinical measurement of stroke volume

The gold standard for measuring stroke volume is the Direct Fick method, which involves

using pulmonary arterial or transpulmonary catheters [104, 105]. This method begins

with calculating the total oxygen consumption by comparing the oxygen content in the

subject’s inspired and expired breaths [105]. Catheters are then used to obtain venous blood

samples from the pulmonary artery and arterial blood samples from any other artery. The

difference in oxygen content between the arterial and venous blood is computed, and cardiac

output is determined by dividing the total oxygen consumption by the arterial-venous

oxygen difference [105]. Finally, stroke volume is calculated by dividing cardiac output by

heart rate. However, this method is highly invasive, as it requires multiple catheters, and

labor-intensive [106].

As a less invasive alternative, echocardiography (or cardiac ultrasound) has become increas-

ingly popular for measuring stroke volume [105]. Echocardiography uses ultrasound waves

to visualise the heart and assess blood flow. Stroke volume can be determined either by

measuring the end-diastolic volume (EDV) and end-systolic volume (ESV) or by using the

Doppler method, as shown in Equation (2.2). In this equation, VTI represents the velocity

time integral of the Doppler flow profile of the blood, and CSA is the cross-sectional area

of the left ventricular outflow tract, as depicted in Figure 2.5.2(a).

SV = V TI ∗ CSA (2.2)

Figure 2.5.2(b) shows an echocardiogram with the Doppler flow profile, where the VTI

is represented by the blue traced curve, and the resulting stroke volume is labelled as

LVSV Dopp. Despite being non-invasive, echocardiography requires highly skilled operators

and expensive equipment to accurately determine stroke volume, limiting its widespread

use [105].

For non-invasive and continuous stroke volume measurements, finger-cuff-based systems,

such as the Finapres NOVA [107], can be used. These systems use an inflatable finger cuff

containing PPG sensors to estimate arterial blood pressure and stroke volume. The finger

cuff employs the volume-clamp method for beat-to-beat blood pressure estimation [108]. By

maintaining a constant diameter of the finger artery, any changes in cuff pressure directly

reflect changes in blood pressure [108]. The aortic flow waveform is then derived from the

arterial blood pressure, and stroke volume is estimated as the integral of the flow waveform
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(a) Measurement of the LVOT. (b) Measuring stroke volume by computing
the VTI of the blood flow through the heart.

Figure 2.5.2: Echocardiogram for stroke volume measurements.

per beat. Although these methods are reliable, they require accurate calibration with stroke

volume measurements obtained from an echocardiogram [109].

Therefore, these methods only have clinical utility due to the complexity of the procedures

involved, and the need for specialised, expensive equipment and expertise. Consequently,

there is significant value in developing a new system for stroke volume measurement that is

convenient, non-invasive, cost-effective, and suitable for use outside of clinical settings.

2.5.3 Non-wearable based methods for stroke volume measure-

ment

To overcome the limitations associated with invasive procedures, specialised skills and

expensive equipment, research has explored non-wearable based methods for stroke volume

measurement which rely on physiological proxies for stroke volume.

Systolic time intervals have been used clinically as proxies for stroke volume [109]. One

key interval is the left ventricular ejection time (LVET), which is the duration between

the opening and closing of the aortic valve (i.e., the period during which the ventricle

is ejecting blood) [110]. Under normal cardiac function, stroke volume and LVET are

proportional, where a greater volume of blood ejected by the ventricle results in a longer

ejection time [109]. LVET is also related to contractility and afterload, similar to stroke

volume. Finkelstein et al. proposed a linear model for estimating stroke volume that

includes LVET, as shown in Equation (2.3), where BSA is body surface area [109].
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SV = −6.6 + 0.25 ∗ LV ET + 40.4 ∗BSA− 0.51 ∗ Age− 0.62 ∗HR (2.3)

Changes in afterload and the resulting pressure variations also impact the pre-ejection

period (PEP), which is the time between the Q wave of the ECG and the opening of the

aortic valve [110]. PEP is therefore also correlated with stroke volume. Couceiro et al. [109]

expanded on the Finkelstein model by incorporating PEP and the PEP/LVET ratio into

a non-linear model using a feed-forward neural network. Their study demonstrated that

using ground truth timing metrics obtained using echocardiograms, the non-linear model

significantly improved stroke volume estimations compared to the Finkelstein model. Even

when the timing metrics were derived from heart sounds obtained through auscultation,

the model still achieved superior performance, achieving a Pearson correlation of 0.77 and

an average error of 10%. This highlights the importance of timing-related metrics derived

from heart sounds for accurate stroke volume estimation.

In addition, Shin et al. [111] demonstrated a correlation between the amplitude of the first

heart sound, measured using a stethoscope, and cardiac output. This finding suggests,

through Equation (2.1), that the amplitude of the first heart sound is proportional to stroke

volume.

Cardiac output can also be modelled using the two-element Windkessel model shown in

Figure 2.5.3 [15,112]. In this model, cardiac output is calculated as the mean arterial blood

pressure divided by the total peripheral resistance. Wang et al [104] demonstrated that

proxies for arterial blood pressure and resistance can be derived by extracting features from

PPG signals to estimate cardiac output. Lee et al. [113] developed a multivariate regression

model to estimate cardiac output using spectral and morphological features extracted from

finger-based PPG. These features include pulse width (a measure of PPG amplitude) and

spectral power across low, mid, and high-frequency ranges. Therefore, cardiac output, and

by extension stroke volume, is also related to various features of the PPG signal.

Yazdi et al. [104] evaluated the effectiveness of a novel scale equipped with ECG, ballistocar-

diogram and PPG signals for estimating stroke volume and cardiac output. Using features

related to pulse pressure and timing-related metrics (PEP and LVET), they achieved an

overall Pearson correlation of 0.81 with a percentage error of 36.73%. However, the scale

requires specialised sensors, making it expensive, and it relies on user adherence which is a

well-known challenge with medical devices [114].
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Figure 2.5.3: Two-element Windkessel model of cardiac output. Adapted from [15].

Therefore, previous work has leveraged physiological proxies for cardiac output and stroke

volume estimation using various cardiac-related signals combined with processing tech-

niques. However, these approaches have been limited to clinical settings and are therefore

inapplicable for daily use. Despite this, they demonstrate the feasibility of determining

stroke volume using various cardiac signal modalities.

2.5.4 Wearable devices for stroke volume measurement

To improve the accessibility of stroke volume measurements outside of clinical settings,

limited recent studies have focused on developing wearable-based systems for stroke volume

estimation.

Ganti et al. [13] designed a novel chest-worn sensor equipped with a single-lead ECG

and a triaxial accelerometer to capture seismocardiogram signals (heartbeat-induced chest

vibrations). Using this device to measure stroke volume, they achieved an R2 score of

0.76 with a root mean square error of 11.48 mL using a regression model with features

related to LVET and PEP. Wang et al. [15] employed PPG signals collected from the finger

to estimate cardiac output, achieving a percentage error of 16.2% by using a novel index

derived from the frequency domain of the PPG signal related to pulse pressure.

Dvir et al. [14] developed a custom PPG chest patch to determine cardiac output. However,

this patch required calibration from a blood pressure cuff for accurate measurements.

Nachman et al. [115] validated cardiac output measurements using a PPG device attached

to a pig’s tongue, however, this device also required calibration.

Despite these advancements, these devices rely on specialised hardware, often with multiple

specialised sensors, making them expensive, cumbersome to wear and less socially acceptable

for daily use. Currently, no solution exists that uses only commodity hardware for in-the-wild

stroke-volume monitoring.
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2.6 Audio Processing Techniques

Audio processing involves manipulating and analysing audio signals to enhance them and

extract meaningful features. Audio processing has its foundation in signal processing, with

modern advances predominantly coming from deep learning. One of the key challenges in

earable research for physiological monitoring is the presence of noise in bio-signals. Effective

techniques are therefore needed to mitigate the effect of noise and extract cleaner signals

for processing. Many of the techniques discussed in the following section focus on this

task. Another challenge is developing algorithms that are generalisable to the diverse signal

properties across different users. To address this, we detail deep learning-based techniques

for both signal denoising and predicting physiological parameters.

2.6.1 Audio signal-processing

In this section, we describe several commonly used signal-processing techniques for audio

which are leveraged in this thesis.

Fast Fourier Transform and Short Time Fourier Transform

The Fast Fourier Transform (FFT) and Short Time Fourier Transform (STFT) are techniques

to examine the frequency content of a signal. The Fourier transform (FT) converts a time-

domain signal into its frequency-domain representation. For digital signal processing,

the FFT, a discretised, computationally efficient version of the FT, is used. However,

the FT does not work for signals with frequency content which changes over time (i.e.,

non-stationary signals).

The STFT addresses this limitation by providing both time and frequency information.

With the SFTF, the signal is divided into short windows, and the FFT is applied to each

segment, resulting in a time-frequency signal representation. However, there is an inherent

tradeoff in the STFT between temporal and spectral resolution based on the size of the

window, where it is not possible to simultaneously achieve high temporal and spectral

resolution.

Despite these limitations, FFT and STFT are useful techniques in examining the main

frequency content of a signal window, such as for estimating breathing rate or walking

frequency.
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Hilbert transform

The Hilbert transform is one of the most common techniques for envelope extraction.

Envelope extraction is a key signal processing technique that extracts information about

the modulation of a signal, focusing on the underlying signal shape without the influence

of its extremes. For example, in an ECG signal containing heart activity, there exists a

modulation with the respiratory frequency whereby the amplitude changes with varying

respiratory rate. In a heart sound signal, the envelope outlines each heartbeat, removing the

influence of higher frequency signal changes and enabling heart rate extraction, as illustrated

in Figure 2.6.1. The Hilbert Transform is often used for heart sound segmentation [116]

and heart rate extraction [117].
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Figure 2.6.1: In-ear heart signal with its Hilbert envelope.

The Hibert transform is described by Equation (2.4), where u(t) is the input signal and the

Hilbert transform of u(t) is computed by shifting the phase of each frequency component

in u(t) by −π/2. When added to the original signal, this phase shift creates an analytic

signal. The magnitude of the analytic signal can then be extracted to obtain the signal

envelope E(t) as shown in Equation (2.5).

H(u(t)) = lim
ϵ→0

1

π

∫
|s−t|>ϵ

u(s)

t− s
ds (2.4)

E(t) =
√

H(u(t))2 + u(t)2 (2.5)
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Discrete wavelet transform

Wavelet transforms are linear signal transforms, which are specifically suited for analysing

signals whose frequency content changes over time [116]. The wavelet transform decomposes

the signal into wavelets (or windows) at different scales and positions in time, providing

information about how the frequency content of the signal changes with time [116]. The

finite-length wavelets used in the wavelet transform make it better than the FFT at

identifying localised features in a signal.

The discrete wavelet transform (DWT) is a computationally efficient version of the wavelet

transform used in digital signal processing. The DWT works by applying pairs of filters to

the signal: a high-pass filter to capture high-frequency components and a low-pass filter

to capture low-frequency components [118, 119]. The high pass filters are related to the

chosen wavelet function, and optimal results are obtained by selecting a wavelet function

with characteristics similar to those of the signal. In the DWT, multiple pairs of filters

are applied to decompose the signal into multiple levels, extracting information across

different frequency ranges [118, 119]. Due to its feature localisation ability, the DWT is

well-suited for signal denoising and has been frequently used for chest-based heart sound

denoising [116]. When using DWT-based filtering, thresholds are applied to the DWT

coefficients to remove small coefficients (likely representing noise), thus reducing the noise

content of the reconstructed signal [119]. However, DWT-based filtering is dependent on

selecting the correct wavelet and may fail if the frequency content of the noise cannot be

separated from that of the signal itself.

Singular Spectrum Analysis

Singular Spectrum Analysis (SSA) is a technique used to decompose a time series signal

into several independent components including trends, periodic components, and noise [120].

Once the signal has been decomposed, the relevant components can be recombined to recon-

struct the series of interest. SSA can be used to remove noise from a signal, or to select the

underlying oscillatory components from a signal, e.g., identifying the oscillatory breathing

signal within a signal containing breathing sounds, heart sounds and footstep sounds. SSA

has been successfully used for removing ECG interference from EMG signals [120], removing

heart sounds from breathing signals [121] and reducing the impact of head motion on IMU

signals of human gait [122].

We use the above-mentioned signal processing techniques for audio in Chapters 3 and 4.
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2.6.2 Deep learning techniques for audio processing

The advent of deep learning has introduced new techniques and tools for processing audio

signals. Specifically, by converting audio windows into spectrogram representations using

the STFT, we can apply deep learning architectures originally developed for images, such

as convolutional neural networks (CNNs) [123]. Of particular interest are autoencoders and

particularly the models that build upon the principle of the autoencoder. Autoencoders

are networks designed to reconstruct the input signal at the output by learning efficient

representations of unlabelled data using an encoder-decoder architecture. The encoder

compresses the input to a lower-dimensional representation thereby learning the most

important features from the input data while removing irrelevant ones.

The decoder then reconstructs the input data from these features. Training aims to minimise

the error between the reconstructed output and the original input. Autoencoders can also

be used for denoising by adding synthetic noise to the input signal and minimising the

loss between the clean input and the reconstructed output [124]. Autoencoders have been

successfully used in both the image and audio domains, particularly in speech enhancement

and denoising [125].

U-Net

U-Net is a specific autoencoder architecture that leverages CNNs, making it good at

capturing both local and global signal features [126]. U-Net was initially developed for

medical image segmentation, however, it has proven effective in audio processing, such as

speech enhancement [127], and for image denoising [128]. For denoising tasks, U-Net is

trained on a dataset of paired noisy and clean samples. The network learns to map the

noisy inputs to their corresponding clean outputs thereby removing the noise. A challenge

in physiological signal processing lies in obtaining noise-free samples that can be used for

denoising. We address this challenge in Chapter 3.

The U-Net architecture consists of a symmetrical encoder-decoder structure built upon

convolutional layers:

• Encoder: The encoder, or contracting path, consists of multiple repeated blocks,

each containing a 3×3 convolutional layer followed by max pooling to downsample the

data. With each block, the data is downsampled further, facilitating the extraction of

higher-level features.
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• Decoder: The decoder, or expansive path, consists of blocks for upsampling the

feature map, applying a 2×2 convolution, and concatenating the result with the

corresponding feature map from the encoder, followed by a 3×3 convolutional layer

with max pooling. The upsampling layers increase the dimensions of the feature maps

to restore them to their original resolution.

• Skip Connections: The concatenation of the feature maps from the encoder and

decoder is achieved through skip connections. These give the decoder access to the

higher-resolution features from the earlier layers, allowing the network to recover

fine-grained details that were lost during downsampling.

This thesis uses the U-Net architecture in Chapter 3.

Vision Transformer

Vision transformers are based on the transformer architecture, which was initially developed

for natural language processing (NLP). In vision transformers, images are treated as a

sequence of patches, similar to a sequence of words in an NLP task [129]. Transformers

employ self-attention mechanisms to capture dependencies across the full input sequence,

enabling the model to understand long-range dependencies [129]. Self-attention allows the

model to focus on different parts of the input sequence when making predictions, thus

capturing complex patterns and temporal dependencies, which is critical for physiological

signals [129]. Additionally, transformers use multi-head attention which enables the model

to focus on different parts of the input sequence simultaneously. This approach allows for

the extraction of better data representations that account for temporal dependencies [129].

Within the context of this thesis, by converting an audio window to an image representation

(normally a spectrogram), image-based transformers can be applied to audio.

The architecture is as follows [129]:

• Patch embedding: The spectrogram is divided into patches and flattened into a

1-dimensional vector. Positional embeddings are added to the patches to retain their

order.

• Encoder: N transformers [129] are stacked together to form an encoder. Each

transformer is composed of a multi-head attention layer and a feed-forward network.

• Decoder: N transformers are also stacked together to form a decoder. These have
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the same layers as the encoder transformers, with an additional layer that performs

multi-head attention over the output of the encoder [129].

• Linear head: At the top of the decoder, a linear head reconstructs the input

spectrogram.

This vision transformer forms the backbone of the masked autoencoder used in Chapter 5.

A masked autoencoder uses a vision transformer to predict masked pixels from an input

image [130]. It is an asymmetric autoencoder, meaning the encoder learns only from the

unmasked pixels (reducing computational complexity), while the decoder reconstructs the

full input signal [130]. Once the masked autoencoder has been trained, the decoder can be

removed, and the encoder used for downstream tasks.

2.6.3 Deep learning training paradigms

In addition to the neural network architectures described in the previous section, different

training techniques can be leveraged to improve performance. A key limitation of deep

learning techniques is their need for large quantities of data [131]. As discussed in Chapter 1,

data scarcity is a key challenge in earable and wearable research. Thus, it is necessary to use

training paradigms that can overcome the mismatch between the high data requirements

of deep learning and the low data availability of earable studies. To achieve this, in this

thesis, we use transfer learning and self-supervised learning.

Transfer learning

Transfer learning is a training technique in which a model trained on one task is reused

for another, related task [131]. This approach enables the model to leverage its previous

knowledge to improve performance on the target task. Transfer learning is built on the

human experience where we apply prior knowledge to solve new problems better and

faster [131]. Transfer learning involves training a baseline model on a large dataset and then

fine-tuning its weights (i.e., learned representations) using the target dataset to achieve

the required task (the downstream task). The initial learning can be either supervised or

self-supervised (as discussed in the following section). Transfer learning is a powerful tool

for overcoming data scarcity, reducing model overfitting and improving generalisability.

This thesis uses transfer learning in Chapters 3 and 5.
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Self-supervised learning

Traditionally, neural networks were trained using supervised learning, where the models

learn from labelled data, mapping the input to its associated output. However, supervised

learning is not always feasible in situations where labelled data is scarce or unavailable.

In such cases, it can be advantageous for a model to learn from unlabelled data, which is

often easier to obtain. For example, it is challenging to collect a dataset of PPG data with

corresponding ground truth labels from an ECG chest strap. However, due to the large

number of people worldwide wearing smartwatches, it would be easier to obtain a dataset

of unlabeled PPG data.

Self-supervised learning addresses this challenge by enabling models to learn from the data

itself without requiring explicit labels [131, 132]. In self-supervised learning, the model

learns to predict some aspect of the dataset, e.g., the next frame in a video. One of the

most common techniques of self-supervised learning is by masking, where the model applies

binary masks to portions of the input and then predicts the content of the masked area [131].

This approach allows the model to supervise its own training by using the unmasked portion

as the label, and the masked portion as the input [131]. Through this process, the model

captures essential features from the data, which are crucial for reconstructing the input.

Self-supervised learning is, therefore, a powerful technique for improving model robustness

and generalisability [131].

This thesis uses self-supervised learning in Chapter 5.

2.7 Summary

This chapter has reviewed the state-of-the-art in physiological monitoring using earables

and other wearable devices, with a focus on measuring heart rate, respiratory rate, and

stroke volume. This chapter has also presented key signal processing and deep learning

techniques which have been successful when applied to audio processing. While significant

progress has been made in physiological monitoring, this review has revealed research gaps

in the literature which motivates the designs of the systems proposed in this thesis.

In Section 2.3, we highlighted the need for a system that can accurately measure heart

rate in the presence of motion and under various daily life conditions. This relies on the

development of robust signal processing and machine learning techniques to accurately

extract heart rate, even in the presence of motion artefacts. In Chapter 3, we propose a deep
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learning-based signal denoising and enhancement algorithm to reduce the impact of motion

artefacts, allowing for accurate heart rate estimation from in-ear audio. Additionally, we

explore the use of transfer learning to address the limitations posed by small datasets in

deep learning tasks. Our work demonstrates the feasibility of motion-resilient heart rate

monitoring using commodity sensors.

Section 2.4 showed that while respiratory rate monitoring has been extensively explored

using wearable devices, most existing systems are limited to stationary conditions or require

specific device placement, making them unsuitable for real-world monitoring. The few

systems that work under motion conditions have large errors and low data retention.

Respiratory rate monitoring systems also often struggle with poor SNR. This highlights a

gap in the literature for a solution that can accurately and continuously measure respiratory

rate under daily life conditions without requiring user intervention or specific device

placement. To address this gap, in Chapter 4, we present a signal processing-based system

that determines respiratory rate across various active and resting scenarios. To overcome the

challenges posed by poor SNR, we leverage physiological couplings between respiratory rate

and the cardiovascular system, as well as between respiratory rate and gait. We therefore

present a new method for respiratory rate monitoring that overcomes the challenges and

limitations found in the literature.

Next, we explored stroke volume, a key clinical metric for cardiovascular health in Section 2.5.

This review proved that limited solutions exist for stroke volume measurement outside of

clinical settings and without the need for invasive procedures, specialised equipment and

expertise. To overcome this, in Chapter 5 we collect a novel dataset consisting of in-ear

audio and corresponding stroke volume measurements and propose a system for measuring

stroke volume using in-ear audio. This system does not require specialised equipment

and uses the sensors on commodity earables, thus advancing the field of stroke volume

monitoring in real-world settings.
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Chapter 3

Motion-Resilient Heart Rate

Monitoring

3.1 Introduction

In Chapter 1, we discussed the potential of earables for sensing human physiology, and the

limitations of today’s earables research. We also detailed the challenges facing in-ear sensing

and heart rate monitoring using in-ear audio. In this chapter, we address these limitations

by, for the first time, presenting a solution to heart rate monitoring under motion using

in-ear audio on earables.

As discussed in Chapter 2, heart rate is one of the five main vital signs and is strongly

associated with cardiovascular disease and mortality risk. It is also an excellent indicator

of both physical and mental health. Monitoring heart rate, particularly under motion, is

valuable for assessing cardiorespiratory fitness and ensuring that target heart rates are

maintained during exercise. Additionally, by monitoring heart rate under motion, heart rate

data can be used to tailor training programs and monitor recovery after exercise. Therefore,

there is great value in monitoring heart rate both while sedentary and under motion.

As we showed in Chapter 2, while ECG remains the gold standard for heart rate monitoring,

its form factor makes it cumbersome, uncomfortable, and inconvenient. In contrast, as

described in Chapter 2, within wearables, PPG sensors, which measure light scatter as a

result of blood flow, are the most common due to their non-invasiveness, easy implementation

and low cost. Although PPG is effective and accurate for heart rate measurements
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in stationary conditions [52], it is highly sensitive to motion artefacts caused by body

movement or physical activities [52,53,133]. Due to these motion artefacts, the research

community has yet to find an agreement on the goodness of wrist-worn PPG (e.g. PPG on

smartwatch). While the topic has been widely investigated [52, 53, 133], a consensus on the

best commercially available device to monitor the wearer’s heart rate whenever motion is

concerned, is yet to be found. Moreover, intense motion, like walking and running, yields

substantial deviations from the ground truth heart rates, resulting in average errors up

to 30% across a wide spectrum of wrist-worn devices [52]. Dealing with interference from

motion artefacts is thus an open and challenging problem in heart rate estimation.

Given the limitations of wrist-based PPG, researchers have started investigating alternative

wearables for heart rate monitoring under motion. With the rapid spreading of earables

in daily life [2], they offer a portable and non-invasive means of continuous heart rate

detection. Particularly, due to their pervasiveness during physical activity (specifically while

walking and running), the earable form factor can be exploited for heart rate monitoring

while under motion. Emerging research on earable-based PPG for continuous heart rate

sensing [134] shows promise, but real-world performance under motion remains poor [53,58].

In fact, similar to what is observed for wrist-worn devices [52], errors around 30% have

been reported [58].

Recently, Martin and Voix [10] proposed to leverage in-ear microphones and the occlusion

effect for heart rate estimation. Their results show an error of 5.6% for heart rate determi-

nation under stationary conditions. However, Martin and Voix [10] only demonstrated the

feasibility of measuring heart rate with in-ear microphones while an individual is stationary:

how in-ear microphone heart rate measurement performs under active scenarios remains

unclear and unexplored.

In this chapter, to address this gap, we focus on in-ear heart rate estimation under both

sedentary and active scenarios (i.e. walking, and running). The biggest hurdle to accurate

heart rate measurement is motion-induced interference, which is amplified along with the

heart sounds by the occlusion effect [42]. Removing such interference is non-trivial and

poses two major challenges. First, the strength of heartbeats is much weaker than the

foot strikes, so heartbeat signals are buried in the walking and running signals, and the

heartbeats thus have a very low signal-to-noise ratio. Second, since heart rate and walking

frequency (i.e. cadence) are similar (both around 1.5-2.3Hz [135]), it is hard to separate

them in the frequency domain.
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To address these challenges, we propose a processing pipeline for accurate heart rate detection

in the presence of motion artefacts, namely, walking and running. We leverage CNNs to

develop a heart signal denoising and enhancement pipeline from which heart rate can be

estimated. Different from previous audio-based heart rate estimation works [10,134,136,137],

we also validate the functioning of our technique while music is played simultaneously into

the ear, showing that the proposed approach can determine heart rate even when playing

music through the earbud. With data collected from 15 subjects, we demonstrate that

an in-ear microphone can be a viable sensor for heart rate estimation under motion cases

with good performance. Specifically, with mean absolute percentage error (MAPE) of less

than 10% while sedentary, walking and running, this system is accurate according to ANSI

standards for heart rate accuracy for a physical monitoring device [52,138]. Additionally,

because of the artefacts considered, the vantage points (the ears), and the device form factor

(earables), our work is directly comparable to Ferlini et al. [58]. Notably, we significantly

outperform in-ear PPG [58] (71% and 68% improvement) for walking and running. This

result hints at the great potential of in-ear microphones for cardiovascular health monitoring,

even under challenging scenarios. Moreover, compared to PPG, microphones are more

energy efficient [139,140] and affordable offering additional appeal for continuous heart rate

estimation.

The contribution of this chapter can be summarized as follows:

• We explore heart rate estimation with in-ear microphones and present an analysis of

the interference imposed by full-body motion.

• We propose a novel pipeline for heart rate estimation under motion artefacts, consisting

of a CNN-based module using the U-Net architecture to enhance audio-based heart

sounds with ECG as a reference, and an estimation module using signal processing

to estimate heart rate from cleaned signals. We further leverage transfer learning by

pre-training the model using a large heart sounds dataset and fine-tuning it using our

data to effectively capture heart sounds-related information, and handle the limited

data size. To the best of our knowledge, no previous works have attempted to clean

and enhance heart sounds captured by earables using ECG signals.

• We built a custom earbud prototype and collected data from 15 subjects. Results show

that we can achieve mean absolute errors of 1.88 ± 2.89BPM, 6.83 ± 5.05BPM, and

13.19 ± 11.37BPM for sedentary, walking, and running, respectively, demonstrating

the effectiveness of the proposed approach in combating motion artefacts.
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The techniques and results in this chapter have been published in [16] and [17].

3.2 Primer

In this section, we present the mechanism by which heart sounds are collected in the ear

and the challenges of achieving accurate and portable in-ear heart rate estimation under

motion conditions.

3.2.1 In-ear heart sound acquisition

As discussed in Section 2.2.1, by placing a microphone in the occluded ear canal, we can

capture bone-conducted sounds. Heart sounds are among the sounds that are conducted

through the bones to the ear canal. As such, we can capture heart sounds using earables.

An example showing the heart sounds captured by the internal microphone is shown in

Figure 3.2.1. The two sounds in the cardiac cycle (S1 and S2) can be captured using

the in-ear microphone, thus indicating the potential of in-ear microphones for heart rate

monitoring. The correlation between the in-ear captured audio and the ECG signal is also

evident in Figure 3.2.1.

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Time (s)

S2

S1

0.0 0.5 1.0 1.5 2.0 2.5 3.0 3.5 4.0
Time (s)

T

R

P

Q S

Figure 3.2.1: The (left) sound signal captured by the internal microphone indicating the
S1 and S2 heart sounds, and the (right) corresponding ECG signal showing the three
main components of the ECG signal (QRS complex (ventricular depolarization), T wave
(ventricular repolarization), P wave (atrial depolarization)).

3.2.2 Motion artefacts analysis and challenges

In-ear microphone-based heart rate estimation suffers from human motion artefacts since

the occlusion effect not only amplifies the heartbeat-induced sound, but also enhances

other bone-conducted sounds and vibrations inside the body [42, 45]. Figure 3.2.2(a-c)

illustrates the recorded audio signals from the in-ear microphone while stationary, walking
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Figure 3.2.2: Time domain representations and spectrograms of audio signals captured by
the in-ear microphone.

and running within a seven-second window. Figure 3.2.2(d-e) are spectrograms of the

activities shown over a longer timescale so that trends in heart rate can be seen. The

heartbeat is clearly observable when an individual is stationary in Figure 3.2.2(a), with

heart rate frequency lying around 1Hz and its 1st and 2nd harmonics clearly observable in

Figure 3.2.2(d). In contrast, the heart signal is completely overwhelmed by the amplified

step sounds in Figure 3.2.2(b) (note the different scales of the y-axis), with the periodic peaks

corresponding to the sound of foot strikes propagating through the human skeleton, resulting

in significantly higher energy observed around 1.7Hz (the cadence) in Figure 3.2.2(e). Here,

we can no longer see the heart rate or its harmonics, as they are overwhelmed by the

walking cadence. Additionally, the frequency content of the heart sounds and the step

sounds overlap, making it difficult to separate the two signals. This overlap presents a

challenge for accurately estimating the heart rate, both in the time and frequency domain.

The heartbeats are further affected and obscured by foot strikes while running (Fig-

ure 3.2.2(c)) which exhibit far stronger energy than any of the other activities, with

high energy at 2.8Hz (Figure 3.2.2(f)) again corresponding to the cadence. Here the

low-amplitude heart sounds are entirely buried in the high-amplitude step sounds.
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3.3 System Design

Typical signal processing techniques have shown effectiveness in heart rate estimation in

the stationary case [10]. However, they do not adequately isolate the heart sounds from the

corrupted audio under motion artefacts, since motion-artefact elimination is a non-trivial

problem. Typical signal processing techniques for denoising are more effective under certain

signal-to-noise ratios (SNR) and errors increase with decreasing SNR [141,142]. Additionally,

the differences in the user’s anatomy (different ear canal shapes, different earbud fit levels

and thus changes in the resultant amplification) result in differences in the captured audio

sounds, and this variability is poorly captured and processed using signal processing. Due

to the recent successes witnessed by deep learning for denoising in numerous fields [143,144],

we propose a novel pipeline using deep learning to eliminate motion artefacts in audio and

estimate heart rate. In the following sections, we first present a signal processing approach

for heart rate estimation and then the proposed deep learning pipeline for motion artefact

removal.

3.3.1 Signal processing for heart rate estimation

The initial phase of our work involved the development of a signal-processing pipeline for

heart rate estimation. This aims to provide an efficient and computationally effective heart

rate detection method, and to explore the potential of typical signal processing techniques

in heart rate estimation under motion artefacts.

First, we compute the Hilbert transform (introduced in Chapter 2) of the audio to calculate

the heart rate envelope. We then compute the spectrum of the envelope using the FFT and

detect the dominant peaks which are converted to the heart rate. This approach performs

well on a clean and stationary signal (see Section 3.5.2). However, when audio signals are

corrupted with motion, dominant peaks in the spectrum correspond to motions, rather

than the heart rate, thus introducing errors in heart rate estimation. More sophisticated

denoising techniques are thus required to obtain clean heart sounds under motion. The

DWT (described in Chapter 2) is therefore used to remove artefacts from the audio to

isolate heart sounds. Specifically, we filter out detail coefficients from the DWT based on

signal variance, thus removing the noise components with a high variance from the mean.

Though denoising can yield a relatively clean heart sound signal, the denoised signals

are still interfered with by the motion artefacts to some extent, due to the underlying
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complexity of the artefacts, and the closely overlapping frequency ranges of the artefacts

and the heart sounds. Therefore, we propose a frequency spectrum searching algorithm

using the FFT (as introduced in Chapter 2) to estimate the HR from the denoised signal

to account for the remaining motion artefacts. Instead of searching the FFT peaks over

the full frequency range of the denoised audio, we only search the heart rate peaks in a

small frequency range corresponding to the range of allowable human heart rates and the

heart rate in the previous window. This guarantees that the peaks in heart rate-unrelated

frequency ranges are not taken as heart rate and the heart rate is temporally dependent on

previous ones.

However, this system has limitations including error propagation due to temporal depen-

dencies of the algorithm and a lack of robustness to changes in signal properties. It was

also unable to reconstruct the clean audio, meaning that the data could not be used for

metrics other than heart rate. Thus, we acknowledge that a more sophisticated approach

to the problem, specifically to addressing signal denoising, is required.

3.3.2 Overview of the deep learning-based pipeline

Windowing and
segmentation

STFT and mel
spectrogram

Heart sound
mapping CNN

Signal
reconstruction Peak detection

Heart rate

Output ECG Input audio 

Pre-processing

Denoising

Heart Rate Estimation

Downsampling

Figure 3.3.1: hEARt system flowchart.

An overview of hEARt, our designed motion-resilient heart rate monitoring system, is

given in Figure 3.3.1. Audio signals captured inside the occluded ear canal are used for

41



Chapter 3. Motion-Resilient Heart Rate Monitoring

heart rate estimation, which is performed in three stages: pre-processing, motion artefact

elimination and heart rate estimation. Pre-processing aims at removing the frequency

components unrelated to heart sounds. For motion artefact elimination, we proposed a

CNN-based network to map spectrograms of noisy heart sound signals to spectrograms of

the corresponding ECG (a clean heart signal) during the training phase, thus producing

an output synthesised ECG. Our problem is thus framed as a denoising problem, but also

as a synthesis problem. We adopted a U-Net encoder-decoder architecture (as detailed in

Chapter 2) for denoising since audio (and specifically heart sounds) is commonly represented

in image form as spectrograms [126, 145, 146]. Initially developed for biomedical image

segmentation, U-Net shows great potential in image denoising and super resolution [126,147].

It captures important features in audio spectrograms via an encoder and reconstructs the

corresponding clean heart signal via salient representations via a decoder. More importantly,

the skip connections in U-Net allow the reuse of feature maps to enhance the learning

of the original information, making it suitable for denoising. Evidence shows that U-Net

performs well with limited training data, which matches our case [126, 148], rather than

complex network structures [149,150] which easily suffer from overfitting. Finally, heart

rate is estimated using peak detection on the clean signals.

3.3.3 Pre-processing

The heart sounds captured by the in-ear microphone are low-frequency signals with a

bandwidth of less than 50 Hz. To prepare the audio signals for processing, we downsample

the audio from 22 kHz to 1 kHz to reduce computational complexity and remove unnecessary

frequency content. We then segment the audio into 2-second windows, each with a 1.5-

second overlap with the previous window. 2-second windows were selected to ensure the

presence of multiple heartbeats (at least 2) within a window, enabling the system to learn

inter-beat properties. Each window is bandpass filtered between 0.5 Hz and 50 Hz using a

fourth-order Butterworth filter to remove the DC offset and high-frequency signals. This

attenuates the frequency components not of interest for heart rate calculation, including

music and ambient noise. Additionally, due to the occlusion of the ear canal, the majority of

external noise is suppressed and not captured by the internally facing microphone. However,

as outlined in Section 3.2.2, motion artefacts and other interfering signals lie in overlapping

frequency ranges with heart sounds, therefore requiring additional processing.

We process the ground truth ECG similarly. The ECG, sampled at 250 Hz, is bandpass
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filtered between 10 and 50 Hz and upsampled to 1 kHz. The highpass cutoff for the ECG

was selected to be 10 Hz as this was empirically found to emphasise the peaks in the ECG

(the QRS complex) while attenuating the P and T waves (as seen in Figure 3.2.1). Since we

are only interested in capturing the beats and the inter-beat timing (for measuring heart

rate, and in future, heart rate variability), only the QRS complex is of interest.

3.3.4 Motion artefact elimination

The motion artefact elimination subsystem takes as input pre-processed audio signals, and

produces cleaned heart signals. To do so, it uses the ground truth ECG signal to supervise

the denoising of the heart signals.

Spectrogram generation

We compute log-mel spectrograms (a representation of how a signal changes in frequency

over time based on the mel scale, which mimics the way humans perceive sound) of the

windowed audio and ECG signals using the STFT, with a window size of 256 samples and

a hop length of 32 samples. 1024 FFT bins are used with zero padding and a Hann window.

These parameters were empirically selected to clearly visualise heart sounds in the resulting

spectrogram. Thereafter, the log-mel spectrogram is computed using 64 mel bins. Log-mel

spectrograms were chosen over spectrograms since they provide more detailed information

in the low-frequency region, where heart sound frequencies reside. The resulting log-mel

spectrogram is a 64×64 matrix for each window. Since audio is captured in both ears,

a spectrogram is computed for each channel and stacked together to form one 64×64×2

input. The output is a single-channel ECG spectrogram. The spectrograms are normalised

between 0 to 1 using min-max normalisation to aid network training.

Deep learning architecture

Figure 3.3.2 provides the architecture of the denoising U-Net. In the encoder (or contraction

path), the model consists of repeated 3×3 convolutions (with a ReLU activation function),

batch normalisation and max pooling blocks with a stride of 2 to downsample the data.

After pooling, dropout is applied with a rate of 0.1 to avoid overfitting. Each time the

data is downsampled, the number of feature maps is doubled to enable the network to

learn complex structures in the data. In the decoder (expansion path), the data undergoes

successive up-convolutions where the number of feature maps is halved at each step. After

43



Chapter 3. Motion-Resilient Heart Rate Monitoring

each up-convolution, the feature maps are merged with the corresponding map from the

encoder and then undergo convolution and batch normalisation layers as in the encoder. In

the final layer, a 1×1 convolution maps the feature maps into a single 64×64 output image.

64 128 256 512 1024 512 256 128 64

Conv 3x3

Batch
Norm

Max Pool 2x2
Transposed Conv 2x2

Skip connection

Conv 1x1

Figure 3.3.2: U-Net autoencoder architecture.

Transfer learning

On account of the small dataset, transfer learning is used to improve the results of the heart

sound denoising. To achieve this, the model is pre-trained using the PASCAL heart sounds

dataset [151], a dataset of heart sounds of both healthy participants and participants with

murmurs which was collected using an iPhone and a digital stethoscope. When pre-training,

we use log-mel spectrograms of heart sounds as both input and label to the network. By

doing this, we aim to improve the ability of the network to extract representative audio

features and encodings related to heart sounds. The pre-trained model weights are set

as the initialisation weights for the CNN, which is fine-tuned using our data. This helps

leverage and transfer the knowledge learnt about heart sounds using PASCAL, and also

helps to avoid overfitting on a small dataset.

Training

The input audio spectrograms and their corresponding ECG spectrograms are used to train

the network. We use leave-one-out cross-validation for testing whereby each subject is held

out as the test set and a model is trained on the other 14 users. The model is trained for

100 epochs (empirically selected) using the Adam optimiser with a learning rate of 0.001

and batch size of 128. When choosing training parameters, our objective was to strike a

good balance between performance and computational complexity.
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hEARt uses the structural similarity index measure (SSIM) as the loss function [152]. SSIM

is a measure of image similarity, which takes into account the local structure of the image.

SSIM has been successfully used for image reconstruction and image denoising [152], making

it suitable for our task. SSIM loss (LSSIM(P )) is defined in Equation (3.1), where the SSIM

(SSIM(p)) of two windows x and y is defined in Equation (3.2). In Equation (3.2), N is the

number of pixels (p) in a patch (P ), µ and σ are mean and standard deviation respectively,

and C1 and C2 are constants [152].

LSSIM(P ) =
1

N

∑
p∈P

1− SSIM(p) (3.1)

SSIM(p) =
(2µxµy + C1)(2σxσy + C2)

(µ2
x + µ2

y + C1)(σ2
x + σ2

y + C2)
(3.2)

Signal reconstruction

We convert the reconstructed clean spectrograms to time-domain waveforms for heart

rate estimation. The Griffin-Lim algorithm [153] is used for spectrum inversion due to its

ability to reconstruct signals from spectrograms without phase information. The converted

waveforms are then merged into a continuous time-series signal by averaging the overlapping

regions.

3.3.5 Heart rate estimation

Heart rate estimation is performed on a 10-second long window, where each window has

a 6-second overlap with the previous window [154]. Each window undergoes the Hilbert

transform to compute the envelope of the signal. Thereafter, a Gaussian moving average

filter smooths out small ripples and peaks in the signal. Peak detection is performed on

the resultant signal, and the timings between consecutive peaks are used to compute the

average heart rate for the window. Finally, a moving average window of 5 samples is used

to remove outliers from the predictions. 5 samples were used to obtain accurate results,

while still ensuring that deviations and changes in heart rate were evident.
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3.4 Implementation

In this section we present the implementation details of our system, describing our prototype

and the methodology we followed to run our data collection campaign.

3.4.1 Prototyping

While in-ear microphones have been successfully integrated into existing commercial earbuds

such as the Apple AirPods Pro [6], no API currently exists to access the in-ear microphone

output from these devices. To gather data and gain insights into the potential of our

approach, we developed a custom earbud prototype (Figure 3.4.1(a)). We 3D printed an

earbud in an ear-hook shape to ensure a secure attachment to the ear while also allowing

space to mount additional sensors and the necessary electronic components. Inside the

eartip, we embedded a Knowles SPU1410LR5H-QB microphone [155] selected for its flat

frequency response between 10 Hz and 10 kHz, thus enabling the capture of low-frequency

bone-conducted sounds and heart sounds. The microphone was secured inside the earbud

facing towards the ear canal. We also embedded a speaker behind the microphone to enable

audio playback.
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Figure 3.4.1: Custom earable device. (a) Exploded schematic of the custom earable system
for in-ear audio collection and (b) participant wearing the device.

To record signals from the microphones, we designed a PCB which interfaces with an

audio codec [156] onto a Raspberry Pi 4B. The PCB contains an MCP6004 non-inverting

operational amplifier with adjustable gain which is controlled with potentiometers, allowing
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the signals to be amplified before being sampled by the audio codec onto the Raspberry Pi.

Further detail on the hardware design is provided in Appendix A.

To make the system portable, we placed the Raspberry Pi and PCB into a chest-worn bag

and powered it with a portable power bank, as shown in Figure 3.4.1(b). This ensures that

the prototype did not impede the natural movement of the participant. During walking

and running, we secured the chest bag to the participant using a velcro strap to prevent it

from bouncing while undergoing motion, thus limiting motion artefacts in the signal caused

by the movement of the wires.

3.4.2 Data collection

We used a Zephyr BioHarness 3.0 chest strap [65] to measure the ground truth heart signal.

Specifically, we extracted the raw ECG from the Zephyr BioHarness and used it as both

the clean heart signal for the CNN and to calculate the ground truth heart rate. The

microphone data was sampled at 22050 Hz and the ECG at 250 Hz. As a result of the

different sampling rates, there is a maximum of a 90 ms delay between the audio and the

ECG signal. However, since heart rate estimation is performed in 10-second windows, this

delay is negligible.

We invited 15 participants (8 males and 7 females) for data collection which was approved

by the Ethics Committee of the Department of Computer Science and Technology at the

University of Cambridge. The average age of the participants was 31±8, with ages ranging

from 23 to 55. We ran an extensive data collection protocol consisting of sedentary and

motion scenarios, as shown in Table 3.4.1, amounting to a total of 41 minutes of data

per participant. These activities were selected as they encompass typical scenarios when

a person uses earbuds and requires heart rate monitoring. Our data collection involved

controlled activities and also in-the-wild scenarios to ensure the applicability of our methods

to real-world use. For the controlled activities, data collection took place inside a laboratory

environment containing a treadmill and a desk. Experiments were also conducted outdoors

and in an office. We had to remove the data for participant 12 while walking due to poor

ground truth data quality.

Motion activities were performed on a treadmill to control cadence, however, participants

were given a choice of three speeds so that a comfortable pace could be selected. For

walking, speeds ranged between 2km/h and 5km/h. For running, they ranged between

5km/h and 8km/h. The average sound level in the room was 32 dB while stationary and
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Table 3.4.1: Data collection protocol.

Activity
Duration
(minutes)

Mean
heart rate

Mininum
heart rate

Maximum
heart rate

Sedentary
Sitting 5 67 51 87
Standing 5 76 57 92

Lying down 5 61 45 84
Listening to music 3 79 56 97

Meditation 3 65 45 86
Working in the wild 5 66 48 87

Cool down after exercise 5 87 55 144
Moving
Walking 5 91 72 108
Running 5 141 74 182

58 dB under motion.

The cool down activity was performed immediately after the user had completed their

walking and running, and so captured their natural recovery heart rate. While sitting, users

were asked to move their head three times to test the accuracy of heart rate estimation in

the presence of non-full body motions. While meditating, participants were given a video

to follow with controlled inhalation and exhalation durations to try to slow the heart rate.

Table 3.4.1 also provides the mean, minimum and maximum heart rate for each activity.

The distribution of heart rates varies per activity, with running having the largest range of

heart rates. These activities also clearly encompass a large range of heart rates, with heart

rates of up to 144BPM even while stationary. This dataset is thus well suited to test the

ability of the system to predict heart rate under a wide range of conditions.

3.5 Evaluation

3.5.1 Metrics

We evaluated the performance of our system according to the following metrics [51]:

(i) Mean Absolute Error (MAE): the average absolute error between the ground truth

heart rate (HRtrue) and the calculated heart rate (HRcalc) for each window (i, i ∈ [1, N ])
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(Equation (3.3)).

MAE =
1

N

N∑
i=1

|HRcalc(i)−HRtrue(i)| (3.3)

(ii) Mean Average Percentage Error (MAPE): the average percentage error over each

window (Equation (3.4)).

MAPE =
1

N

N∑
i=1

|HRcalc(i)− HRtrue(i)|
HRtrue(i)

∗ 100 (3.4)

(iii) Modified Bland-Altman plots: a scatter plot indicating the difference between

the two measurements (i.e. the bias or error) for every true value (i.e. heart rate from

the ground truth). A modified Bland-Altman (BA) plot is constructed so that 95% of

the data points lie within ±1.96 standard deviations of the mean difference between the

methods [157]. BA plots are used clinically to assess the level of agreement between two

measurement methods [157]. For evaluating performance, we compare the calculated heart

rate with the ground truth heart rate for each 10-second window.

3.5.2 Baseline comparison

Table 3.5.1 shows the performance comparison between the proposed deep learning-based

hEARt system and two signal processing approaches:

1. The signal processing method proposed in Section 3.3.1 (referred to as signal process-

ing) which leverages the DWT for signal denoising and extracts heart rate from the

frequency spectrum of the denoised signals.

2. The baseline developed by Martin and Voix [10] (referred to as baseline), which uses

Hilbert transforms and peak detection for heart rate estimation in the time domain

under stationary conditions. This baseline was selected as it is the most relevant to

the work and commonly used baseline in the literature.

To perform this comparison, we group our activities into three scenarios based on the level

of full body activity: (1) sedentary (comprising of sitting, standing, lying down, listening

to music, meditation, working and cooling down after exercise); (2) walking; (3) running.

Our proposed signal-processing approach outperforms the baseline for all activities. This

demonstrates that the baseline algorithm designed for stationary is unable to generalise
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to motion conditions, and an additional denoising module is required. Additionally, it

shows that the motion artefacts introduced by in-the-wild stationary activities greatly

deteriorate the performance of heart rate estimation, meaning that even while sedentary

more sophisticated techniques are needed. Comparing the signal processing approach with

hEARt, we observe that hEARt significantly outperforms signal processing for all activities,

showing that the deep learning-based technique is better than the signal processing approach

at generalising to differences in the data and motion artefacts.

Table 3.5.1: Comparison between hEARt, the two baselines and in-ear PPG in terms of
MAPE (%).

Activity hEARt Signal Processing Baseline [10] In-ear PPG [58]

Sedentary 2.82±4.81 10.99±14.52 18.01±12.65 —
Walking 7.78±6.17 19.31±13.41 22.74±17.39 27.14
Running 9.60±9.28 20.39±14.07 25.67±11.09 29.84

With more intense, full-body motion interfering with the heart sounds (as with walking

and running), the signal processing approach fails to accurately capture the heart rate

from the signal and the performance severely deteriorates. hEARt outperforms signal

processing significantly with a relative improvement of 60% and 53% for walking and

running respectively, suggesting the effectiveness of hEARt in heart rate estimation.

We also compare the performance of hEARt with that of in-ear PPG (as studied by Ferlini

et al [58]) in Table 3.5.1. It is evident from the table that (i) although PPG is the gold

standard for heart rate measurement, full-body motion causes significant degradation in

heart rate measurement quality and (ii) our audio-based approach performs better than

in-ear PPG. We thus believe that in-ear audio could be used as an alternative to, or in

combination with, in-ear PPG for heart rate measurement through the ear.

3.5.3 hEARt overall performance

The overall performance of hEARt in terms of both MAE and MAPE for each activity are

provided in Table 3.5.2. The average MAE of the sedentary activities is 1.88±2.89 BPM.

From the table, it is evident that, as expected, full-body motion degrades heart rate

estimation ability with errors increasing with increasing intensity of motion. By examining

the sedentary activities, we also see the impact of motion artefacts on estimation error.

Specifically, working in the wild has the largest error of the sedentary activities, which
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Table 3.5.2: Performance of hEARt for each activity in terms of MAE (BPM) and MAPE
(%).

Activity MAE (BPM) MAPE (%)

Sitting 1.37±1.59 2.11±2.61
Standing 1.50±1.78 2.01±2.50

Lying down 2.00±3.6 3.68±7.22
Listening to music 1.67±2.04 2.25±3.01

Meditation 2.33±2.71 3.95±4.94
Working in the wild 2.47±3.83 4.07±6.68

Cool down after exercise 1.96±2.98 2.24±3.06
Walking 6.83±5.05 7.78±6.17
Running 13.19±11.37 9.60±9.28

is intuitive since any in-the-wild scenario will inherently contain more movement (thus

more artefacts in the signal) than a controlled scenario. The error increases for walking

and running with MAE of 6.83 BPM and 13.19 BPM respectively. However, errors for all

activities are less than 10%, meaning that our system is accurate by ANSI standards [138].

One notable result is the excellent performance while playing music through the speaker on

the earable device. Even in the presence of music, heart rate estimation is accurate with a

MAE of 1.67 BPM. This proves that hEARt can be used even during music playback, thus

fulfilling one of the key use cases of an earable device.

3.5.4 Individual heart rate estimation

Next, we evaluate our approach under different activities for all participants. First, we

provide some insights into the population statistics. Figure 3.5.1(a) reports a heatmap of

the MAPE of the audio-extracted heart rate for every user across the activities. Lighter

colors correspond to larger MAPE values. Walking for user 12 was removed due to poor

quality ground truth ECG, and is represented by a grey box (or NaN error). From the

figure, we can extract a number of insights:

• Errors for motion conditions are higher than stationary.

• Our system generalises well to the different activities with mostly consistent errors

amongst participants for the activities.

• Certain users experience poor performance in a specific activity (e.g. user 9 for lying
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down and user 14 for walking). This is likely due to an incorrectly fitting earbud

in one ear which loosened during the activity, reducing the occlusion effect. These

issues would be solved by the use of wireless earbuds (ensuring that the wires do not

dislodge the earbuds during activity) and by ensuring good fit quality of the earbuds

for each user.

Overall, these results prove that the system is able to generalise to different users and that

with high-quality data, good heart rate estimation can be achieved.
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Figure 3.5.1: (a) Heatmap of the mean absolute percentage error per participant and (b)
boxplot of mean absolute percentage error per participant.

To further assess the performance of hEARt on individuals, we provide a boxplot of the

MAPE of heart rate estimation across all activities for each participant in Figure 3.5.1(b).

It is evident that there is little variation in the median error of each participant, with

the median error ranging between 1% for participant 12 and 4.7% for participant 9. The
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two participants with the largest median error (as shown by the vertical line through each

box) are participants 1 and 9, while the participants with the biggest spread of errors

are participants 9 and 14. If we compare the heatmap and the boxplot, we can see that

participant 1 has larger errors for lying down, meditating, working and walking resulting in

a higher median error. Participant 9 has a very large error for lying down which results in

a larger median error and a significant number of outliers. This error is due to weak signals

when lying due to the displacement of the earbuds. We can also see that participant 12 has

a small median error but a large number of outliers. This is on account of the large error

in the running activity, where a few windows were incorrectly estimated with large errors.

However, overall, the results show that the system is capable of generalising across different

users and activities.

To further understand the extent to which the various activities impact hEARt, we report the

cumulative distribution function (CDF) of the error for each activity in Figure 3.5.2. These

results align with those in Figure 3.5.1, indicating that our approach achieves under 10%

error for over 60% of windows across all users and activities. Most errors stem from specific

users rather than the general population, as highlighted in the boxplot. This performance

on our academic prototype confirms that in-ear audio-based heart rate monitoring offers a

promising modality for continuous heart rate sensing in the presence of motion.
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Figure 3.5.2: CDF of the mean absolute percentage error of heart rate estimation over the
different activities.

3.5.5 Bland-Altman plots

To further analyse the results, we leverage modified BA plots. We report BA plots (i.e. the

agreement between the heart rate calculated with hEARt and that obtained from the GT
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Figure 3.5.3: Modified Bland-Altman plot of heart rate (HR) extraction.

chest strap) for the three scenarios based on activity level (stationary, walking, running)

in Figure 3.5.3. Specifically, Figure 3.5.3(a) reports the agreement while stationary. It is

clear that the bias between the two measurements is minimal, with very low mean error

(only 0.66 BPM) and narrow limits of agreement (dashed red lines). Notably, the majority

of the data points fall inside the limits of agreement, denoting the two measurements are

in agreement. On the other hand, with more intense activities like walking and running

(Figure 3.5.3(b) and Figure 3.5.3(c) respectively), wider limits of agreement are present,

representing a greater standard deviation in the error in heart rate estimation. For walking,

the positive mean error shows a slight overall tendency for overestimation. Additionally,

there is a slight trend where lower heart rates are overestimated and higher ones are

underestimated, however, the errors are quite centrally distributed. However, for running

this trend is very distinctive, where there are larger errors at higher heart rates and a

tendency to slightly underestimate heart rate. This can be traced down to the imbalance of

our dataset, where lower heart rate values are predominant, due to the larger number of

sedentary tasks. Especially in the running case, this underestimation of higher heart rates

is observed when the frequency of the running overlaps with the heart rate values. The

motion artefact-induced spikes trigger a harsher response by hEARt which tries to remove

the noisy peaks, thus leading to an underestimation of higher heart rates. Nonetheless, our

approach still performs well for all activities.

3.5.6 Heart rate estimation while speaking

One key use case for an earable heart rate monitoring system is for estimating heart rate

while speaking. To assess this, we collected data from a subset of 13 participants while

speaking out loud for 2 minutes. Under this setting, we achieve a MAE of 7.51±5.29 BPM,
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amounting to a percentage error of 9.97±6.42%. Thus we see that the error for speaking

is still less than 10%, however, there is more variation in this error than for the other

activities listed in Table 3.5.2. Perhaps against intuition, this higher error is not on account

of speech being detected by the microphone since the frequencies of audible human speech

are significantly higher than those of interest in the hEARt system. Rather, speaking

causes movement of the jaw and head, and deformation of the ear canal due to jaw

movement. These movements result in low-frequency bone-conducted vibrations which

could be interpreted as heartbeats. They are also non-periodic and random in nature and

thus harder to remove, resulting in higher errors. This is in contrast to walking and running

which are largely periodic and more homogeneous and thus easier to remove. We also have

limited data collected for the speaking activity, meaning that the model has limited training

data from which to learn the random patterns of speech. It is expected that with more

data collected for longer durations and from more participants, this error will decrease.

3.5.7 Outdoor performance

To ensure the applicability of our system to real-world scenarios and diverse ambient noise

levels, we assessed performance for three users outdoors. During these tests, we specifically

evaluated four activities typically done outdoors: sitting still, walking, running, and cooling

down.

The tests took place near an active building construction site, where the ambient sound level

averaged 53 dB. During the walking and running assessments, participants were allowed

to select their preferred pace and move freely within the designated area. This setup was

designed to replicate real-life conditions and variations in noise levels, making our evaluation

more comprehensive and reliable.

Table 3.5.3 provides the results for the outdoor study. By comparing with Table 3.5.1,

it is evident that the results obtained outdoors are consistent with those obtained in the

controlled laboratory setting, showing the robustness of the proposed system. This result

shows that not only is hEARt able to accurately predict heart rate in the presence of

external noise, but also validates that the system works while walking and running both on

the treadmill and freely on the ground.
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Table 3.5.3: Performance of hEARt in outdoor settings.

Activity MAPE (%) SAPE (%)

Sedentary 1.90 3.64
Sit 1.84 4.36

Cool down 1.96 2.91
Motion 11.07 7.76
Walk 11.77 7.86
Run 10.37 7.66

Average 6.49 5.65

3.5.8 Long-term tracking performance

The results of the previous sections were obtained from experiments conducted under

controlled conditions. To assess the real-world effectiveness of the designed system, we

collected an hour of data from three participants under conditions of daily life. The tests

were done in a busy shared office with an average sound level of 43 dB. During this time, the

participants were instructed to undergo their activity as normal. At the time, participants

were at work in an office, and so this activity included walking around the office and sitting

and standing at their desks while working thus resulting in the participants performing

uncontrolled movements. The longitudinal tracking results of heart rate prediction for one

user in this study are given in Figure 3.5.4. From the figure, it is clear that the system is

able to accurately predict heart rate even in uncontrolled environments as the trends of the

two lines very closely match one another. We see slight underestimations of the heart rate

while walking, however, the overall estimations are accurate.
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Figure 3.5.4: Longitudinal heart rate tracking using hEARt. Coloured boxes indicate the
different activities. A: Walking. B: Working in the wild.
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The MAE of this longitudinal study is 2.83 BPM, corresponding to a MAPE of 4.07%. To

analyse this further, the MAPE of activities A and B (i.e. walking and working in the wild)

are 7.26% and 3.79% respectively. If we compare these results to those in Table 3.5.1, we can

see that the activities have comparable performance to that of the controlled experiments.

The results of this study prove that the model is generalisable to different conditions and

activities. Thus this study acts as a proof of concept of the in-the-wild feasibility of hEARt.

3.5.9 Power and latency measurements

For a comprehensive system analysis, we evaluated the power consumption and latency

of our system when implemented on a Raspberry Pi 4. The trained hEARt CNN was

converted to TensorFlow lite and deployed on the device. This mimics a stand-alone earable

system whereby processing is done on-device. Table 3.5.4 provides a breakdown of the

operation times for the various system components. Signal denoising was performed on a

2-second window and heart rate extraction on a 10-second window, as detailed in Section 3.3.

Processing a 10-second window takes the system 347ms, implying that a new heart rate

can be predicted by the system every 4 seconds (due to the 6-second overlap). This latency

parameter is adjustable based on the desired overlap ratio.

Table 3.5.4: Latency of hEARt for heart rate measurement.

Operation (window) Latency (ms)

Preprocessing (2s) 1.66
Denoising (2s) 7.66

Reconstruction (10s) 17.96
Heart rate extraction (10s) 55.78

Total (10s) 83.06

The system power consumption is given in Table 3.5.5. Overall, the system (including

microphone sampling, denoising and heart rate prediction) consumes 491mW. The micro-

phone sampling runs continuously, but the hEARt system is only active for 83.06ms for

each estimate, and an estimate is made every 4 s. Thus, the average energy consumed per

second is (3032− 2870)mW × 1s+ (3361− 3032)mW × 83.06ms/4 = 699mJ . Although

this energy consumption might appear substantial, it’s worth noting that our system was

implemented on a power-intensive Raspberry Pi without optimising for energy efficiency. By

implementing the model on a low-power microcontroller, power consumption will be reduced.

Additionally, when converting the denoising CNN to Tensorflow Lite, optimisations and
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quantisation were not applied. The model can thus be further optimised to reduce energy

consumption and latency, thus lowering energy expenditure. These optimisations will be

required before hEARt can feasibly be used on a commercial earbud. Therefore, through

these experiments, we have shown the lower bound of system performance. We show that

even in this highly unoptimised case, acceptable power consumption and latency can be

achieved.

Table 3.5.5: Power consumption of hEARt for heart rate measurement.

Operation Power (W)

Raspberry Pi (Baseline) 2.870
Raspberry Pi+Microphone 3.032

Full system 3.361

3.6 Conclusion

To address the limitations and high estimation errors of heart rate under motion currently

seen in wearable devices, we introduced hEARt, a pipeline for deep learning-based motion

artefact removal and heart rate estimation from audio signals collected in the ear canal.

Our approach presents, for the first time, heart rate monitoring under motion using in-ear

audio. We achieve results that outperform baseline comparisons, and that are accurate

according to ANSI standards for a heart rate monitor.

This chapter therefore demonstrated the potential of using in-ear audio together with

novel processing techniques to monitor heart rate even under the challenging scenario

of full-body motion. It also demonstrated the ability of the in-ear microphone to detect

body-related sounds, such as the sounds of footsteps and heart sounds, through bone

conduction. Building on these findings, in the next chapter, we explore another critical

vital sign, respiratory rate, and investigate the feasibility of respiratory rate monitoring

using in-ear audio even in the presence of inaudible breathing sounds.
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Robust Respiratory Rate Monitoring

4.1 Introduction

In Chapter 3, we explored, for the first time, heart rate monitoring using in-ear audio under

motion conditions. In this chapter, we build on the insights from the previous chapter and

extend our work to another critical vital sign: respiratory rate. Motivated by the research

gap described in Section 2.4, we explore robust respiratory rate monitoring under a variety

of real-life conditions and activities, even under inaudible breathing sounds.

As discussed in Chapter 2, respiratory rate is a fundamental vital sign that relays pivotal

information about a person’s health and fitness. Continuously monitoring respiratory rate

can help detect respiratory issues such as asthma, or chronic obstructive pulmonary disease,

and deviations from normal breathing patterns may indicate underlying health problems.

Respiratory rate can also be indicative of mental health status and can provide valuable

insights into stress and relaxation levels. During exercise, respiratory rate helps estimate

aerobic fitness, and effort levels, and assess breathing efficiency, allowing athletes to refine

their breathing techniques to maximise performance. During the cool down after exercise,

respiratory rate provides insights into how quickly the body recovers from exertion which

is indicative of cardiovascular fitness. Therefore, there is significant value in continuous

monitoring of respiratory rate across various sedentary and active daily settings.

In Chapter 2, we showed that existing respiratory rate monitoring solutions designed to

facilitate respiratory rate monitoring in daily life primarily rely on three principles:
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1. Monitoring breathing-induced body movements. Methods that use IMUs in smart-

watches [71, 72, 74], smartphones [68–70], and earbuds [92–94] require the user to

remain still. Pressure sensors in chest straps [65] necessitate the use of additional

obtrusive wearable devices. Some systems use cameras [67] or acoustic sensing [66]

on smartphones, requiring the phone to be held in a specific posture and the user to

remain still.

2. Monitoring breathing-induced airflow through the nose or mouth. These methods

involve obtrusive nose-worn sensors [158], microphones on smartphones positioned

near the suprasternal notch and nose [11] or microphones on earbuds that detect only

audible breathing sounds [10,95,159].

3. Using behavioural or physiological couplings. Previous studies [97, 98] exploit the

relationship between respiratory rate and physical behaviours to indirectly estimate

respiratory rate, but this method is limited to specific running conditions. Other

studies [84–87] have estimated respiratory rate from physiological signs, but these

only work at rest (such as while sleeping).

While each existing respiratory rate monitoring solution performs well under specific

conditions, none can effectively monitor respiratory rate across a wide range of activities.

Moreover, existing solutions often rely on constraints that are not manageable in daily life,

such as user stillness or specific device positioning, which makes them impractical for daily

use. Therefore, a new approach is needed – one that surpasses the limitations of existing

technologies to provide continuous, non-obtrusive respiratory rate monitoring that works

effectively across a range of daily activities.

To address this, this chapter presents RespEar, an earable-based system for robust respiratory

rate monitoring across both sedentary (e.g., sitting, standing, working, cooling down after

exercise), and active (e.g., walking, running, rowing, and step aerobics) activities. Due

to their pervasiveness in many daily life activities (e.g., entertainment, exercise, and

work) and proximity to respiratory organs, earables are a natural choice to achieve robust

respiratory rate sensing. In addition, in-ear microphones offer unique opportunities to

measure breathing-related signals (e.g., breathing sounds, heartbeats, and footsteps as

shown in Section 4.2.1), which, together with unique algorithms, enables our solution.

While designing RespEar, we faced a number of challenges:

1) Almost imperceptible breathing sounds. The intensity of breathing sounds is
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minimal when the user is sedentary and overwhelmed by other sounds, like footsteps when

the user is active (Section 4.2.1) Thus, directly estimating respiratory rate using breathing

sounds is unreliable (Section 4.4). To address this, we proposed a unified respiratory rate

monitoring system by leveraging the unique properties of in-ear audio for the following

purposes:

• Respiratory Sinus Arrhythmia-based respiratory rate monitoring: When clear heartbeat

sounds can be captured using the in-ear microphone (predominantly when the user is

sedentary as shown in Chapter 3), we can derive heart rate variability (HRV) from

in-ear audio. Respiratory rate is then indirectly estimated using the Respiratory Sinus

Arrhythmia (RSA) based physiological coupling between cardiovascular activity and

respiration, i.e., the association between respiratory rate and HRV.

• Locomotor Respiratory Coupling-based respiratory rate monitoring: However, when clear

heartbeat sounds are not available (e.g., in the presence of footstep sounds), RSA-

based solutions are hindered by unreliable and inaccurate HRV estimation (validated

in Section 4.4). Therefore, when rhythmic footsteps are present (i.e., when the user is

active), we rely on the in-ear microphone to capture low-frequency footstep sounds, which

we use to derive the stride rhythm. Alongside faint high-frequency breathing sounds,

respiratory rate is estimated by leveraging the Locomotor Respiratory Coupling (LRC)

based physical coupling between gait and respiration, i.e., the interaction of respiratory

rate with stride rhythm.

2) Accurate and reliable estimation. Based on the above system, several technical

challenges must be addressed to achieve accurate and reliable respiratory rate estimation:

• RSA-based solutions under varying respiratory rates: Practically, respiratory rate can

change over time, introducing variability in the association between respiratory rate

and HRV. This poses challenges in decoupling their relationship. To overcome this, we

formulated an optimisation problem to dynamically extract breathing signals from HRV

signals, thereby adapting to these variations to enhance performance.

• Respiration-related features extraction for LRC-based respiratory rate monitoring: Al-

though the LRC shows the synchronisation between the stride rhythm and the respiratory

rate, the LRC is both variable and unknown. This prevents direct respiratory rate

estimation from stride frequency alone. It is thus necessary to extract respiration-related

features from in-ear audio which, when combined with stride rhythm, can be used to esti-
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mate respiratory rate accurately. However, while the user is undergoing active conditions,

faint breathing sounds are heavily interfered with by other sounds, such as footsteps. To

precisely extract the breathing-related features and facilitate respiratory rate estimation,

we propose a scheme to estimate the probability of each audio frame containing breathing.

We then apply Singular Spectrum Analysis (SSA) [160] to the generated probability curve

to isolate components related to breathing.

• Varying LRC ratios: Respiratory rate is typically estimated for a window. However,

within a window, LRC ratios may vary, e.g., in walking or running by non-regular

runners. To address this variability, we propose a method that aggregates breathing-

related components from SSA by considering a range of possible LRC ratios, rather than

choosing a fixed one.

We implemented RespEar using the prototype introduced in Chapter 3, and deployed

the system on an iPhone 12 Pro. We evaluated RespEar across 8 different activities

involving 18 subjects, achieving an overall MAE of 1.71BPM and MAPE of 9.68%, with

errors of 1.48BPM (9.12%) and 2.28BPM (11.04%) under sedentary and active conditions,

respectively. We compared RespEar with recent earable-based solutions with IMUs [94], out-

ear microphones [74,97], and in-ear microphones [10], and found that RespEar outperformed

all related works in both sedentary and active conditions while additionally being able to

cater for both sets of conditions, unlike recent works. Additionally, we tested RespEar

under a range of realistic conditions such as different noise levels, with music playback, in

outdoor and indoor environments, in the wild, and at different moving speeds.

In summary, this chapter makes the following contributions:

• We explore respiratory rate estimation with common sensors on earables and identify

unique properties of in-ear audio for respiratory rate estimation.

• We propose RespEar, the first earable-based system offering continuous and non-

obtrusive respiratory rate monitoring across diverse daily activities. RespEar leverages

solely the in-ear microphone, a sensor naturally present in many earables, together

with intrinsic relationships of our cardiovascular, gait and respiratory systems to

estimate respiratory rate.

• We implement RespEar and describe our extensive dataset and evaluation. Our

results demonstrate that RespEar outperforms the state-of-art and is uniquely able

to generalise beyond what other systems have been able to do in terms of activity
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intensity while remaining robust under different environmental conditions.

The techniques and results in this chapter have been published in [18].

4.2 Primer

4.2.1 Preliminary investigation: sensors on earables

We first explore the feasibility of the three most common sensors on earables for respiratory

rate monitoring, namely, IMU, used for motion detection and interaction [2], out-ear

microphone, used for speech capture [2], and in-ear microphone, used for active noise

cancellation [5]. We simultaneously collected signals from these sensors when a subject was

breathing naturally under three conditions, as shown in Figure 4.2.1: sitting still, walking,

and running on a treadmill. The Zephyr BioHarness 3.0 chest strap [65] was worn to collect

reference signals. The collected signals are provided in Figure 4.2.1.
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Figure 4.2.1: Signals captured using the (a) IMU, (b) out-ear and (c) in-ear microphone
under different activities.
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IMU

We observe from Figure 4.2.1(a) that IMUs can capture breathing-induced motions when

the user is stationary, however, they are unreliable and have a low signal-to-noise ratio

(SNR). Previous studies [92,94] apply a bandpass filter on the IMU signals while stationary,

achieving acceptable performance as validated in Section 4.4. However, in real-life, practical

conditions, the subtle breathing signals are easily overwhelmed by head motions, resulting

in poor data retention [93]. When walking or running, the IMU is clearly able to detect

steps, but breathing signals are indiscernible since walking and running generate strong

motions that completely overshadow the breathing signal [161].

Out-ear microphone

As per the spectrograms shown in Figure 4.2.1(b), the out-ear microphone captures only

environmental noises under stationary conditions, failing to detect breathing sounds due to

large attenuation of faint breathing in air. During walking or running, footstep sounds can

be detected (depending on shoe type and ground material), however, breathing sounds are

not discernible due to the attenuation of breathing in air, the loud footstep sounds, and the

ambient noise of the treadmill.

In-ear microphone

In Figure 4.2.1(c), under stationary conditions, the faint breathing sounds are undetectable

by in-ear microphones. However, sounds of heartbeats are clearly captured due to the

occlusion effect [162] (as introduced in Chapter 2, and detailed in Chapter 3). When walking

or running, we observe that 1) as seen in Chapter 3, footsteps can be clearly detected

because of the occlusion effect [163]; 2) due to the variations in breathing intensity, the full

breathing cycle often cannot clearly be distinguished, yet incomplete sounds of breathing

(breathing features) are still present in the signal; 3) the in-ear microphone is resilient to

ambient noise as it resides inside the ear canal.

Summary

The IMU works in stationary conditions but is sensitive to motion. The out-ear microphone

is vulnerable to ambient noise under all conditions and merely captures noise while stationary.

The capability of the in-ear microphone to capture heartbeats while stationary, footsteps

and partly discernible breathing during walking and running shows the potential to offer
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a solution for respiratory rate monitoring that works effectively in various conditions.

Therefore, we select the in-ear microphone as the sensing modality in RespEar.

4.2.2 Respiratory rate and physiological couplings

In-ear microphones can capture versatile audio data in different conditions, yet the method

to accurately correlate these signals with respiratory rate remains unclear. Inspired by the

physiological couplings between cardiovascular activity and respiration [84], i.e., RSA, we

initially explore methods grounded on this physiological principle.

RSA-based respiratory rate estimation

RSA is the natural variations in heart rate that occur due to synchronisation with the

respiratory cycle [84]. Due to RSA, heart rate increases during inhalation and decreases

during exhalation, resulting in a breathing-related modulation of the HRV (i.e., the variation

in the time interval between successive heartbeats) [164]. Rhythms in the low frequency

(LF) range of the HRV, spanning from 0.04 to 0.15 Hz, serve as indicators of sympathetic

modulation [165]. Those within the high frequency (HF) range (0.15 to 0.4 Hz) encapsulate

rhythms governed by parasympathetic activity, which is closely related to respiration [165].

The strong heartbeat sounds from in-ear microphones under sedentary conditions offer the

possibility of monitoring respiratory rate using RSA. However, while RSA exists under

intense full body motion [166] (i.e., in active conditions), accurately extracting heartbeat

locations from in-ear audio for HRV estimation in such conditions remains an unsolved and

challenging issue [16, 46, 162]. This was shown in Chapter 3 where although accurate heart

rate estimation can be achieved within a 10-second window, smoothing and outlier removal

is necessary for accurate results. However, for HRV determination, accurate positioning of

each heartbeat peak is required, which is a more challenging task. We further validate the

difficulty in HRV estimation under motion for breathing rate extraction in Section 4.4.

LRC-based respiratory rate estimation

We observe that audio from in-ear microphones under active conditions, such as walking,

running, or other activities with rhythmic footsteps, is dominated by footstep sounds

and full breathing cycles are not always discernible (Section 4.2.1). Thus, we explore the

physiological couplings between gait and respiration.
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LRC is a universal phenomenon in activities that produce and utilise energy rhythmi-

cally [167], such as walking, running, swimming, and rowing [168–171]. It demonstrates

the interconnected dynamics between respiratory rate and stride rhythm [172], indicating

the synchronisation between an individual’s stride rhythm and their respiratory rate. This

implies that there will normally be a certain number of steps for each breath (i.e., inhalation

or exhalation). LRC has been shown to improve breathing efficiency and reduce energy

expenditure when stable step-breath ratios are used during locomotion [173]. In human

locomotion, a number of LRC ratios are observed, e.g., 4:3, 3:2, 2:1, where an LRC of 2:1

means two steps are taken for one breath. Thus, the in-ear audio, containing clear footsteps

and partly discernible breathing sounds, offers the possibility for estimating respiratory

rate based on LRC.

4.3 System Design
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Figure 4.3.1: Illustration of the RespEar architecture.

Figure 4.3.1 illustrates the high-level architecture of RespEar. The system processes 60-

second windows of in-ear audio, with a 30-second overlap between adjacent windows. Each

window produces a single respiratory rate estimate. These window lengths were empirically
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selected, but are adjustable parameters of the system. RespEar uses two paths for respiratory

rate estimation, depending on the presence of rhythmic footsteps or clear heartbeat sounds

in the audio. If the in-ear audio contains clear heartbeat sounds (i.e., sedentary conditions),

the respiratory rate is estimated through the RSA-based respiratory rate monitoring

pipeline. If rhythmic footsteps are present in the in-ear audio (i.e., active conditions),

respiratory rate is estimated using the LRC-based respiratory rate monitoring pipeline.

4.3.1 RSA-based respiratory rate monitoring

Design principle

The high-level process of RSA-based respiratory rate monitoring can be summarised in

three steps:

1. HRV signal estimation: Heartbeats are detected, and the HRV signal is computed

as the time difference between successive heartbeats.

2. Breathing signal extraction: A bandpass filter is applied to the HRV signal to

capture respiration-related rhythms, extracting the high-frequency (HF) range as the

extracted breathing signal.

3. Respiratory rate estimation: The final respiratory rate is determined by either

applying peak detection to the extracted breathing signal and counting the peaks or

by using the FFT (as detailed in Chapter 2) to identify the frequency component

with the largest peak.

Prior RSA-based methods following the above process, primarily applied to PPG or ECG

signals [84,86–88], typically use default and fixed cutoff frequencies for the bandpass filter

in step 2. However, we observe that using a fixed frequency range leads to sub-optimal or

inaccurate localisation of the HF range in the HRV signal and therefore poor respiratory rate

estimation. Since the HF range should be centred around the true respiratory rate, when

the true respiratory rate changes over time, the HF range should change accordingly [165].

We conducted a study to validate this observation using all of our collected in-ear audio

data with clear heartbeat sounds (i.e., while sedentary). The distribution of the ground

truth respiratory rate (denoted as RRGT) for this data is shown in Figure 4.3.2(a). We

follow the above process for RSA-based respiratory rate monitoring, whereby we determine

respiratory rate by counting the peaks of the extracted breathing signal. The HRV signal is
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Figure 4.3.2: (a) Distribution of ground truth (GT) respiratory rate while sedentary. (b)
Comparison of respiratory rate estimation performance using different bandpass filters.

calculated as the timing between heartbeats as detailed in the coming sections.

We compare the respiratory rate estimation performance using the following three filter

ranges:

1. The bandpass filter using the default and fixed frequency range in [87, 174], i.e.,

Fixed1 = [0.15, 0.35]Hz.

2. The predetermined bandpass filter covering the full frequency range of the RRGT, i.e.,

Fixed2 = [0.1, 0.5]Hz.

3. The bandpass filter using an adaptive frequency range, i.e., RRGT-adapted, calculated

as [0.65 ∗ RRGT, 1.35 ∗ RRGT] [165].

The resultant performance is shown in Figure 4.3.2(b). It is evident that there is a large

performance gain by using the RRGT-adapted frequency range (MAE = 1.45BPM) compared

to the Fixed1 (MAE = 3.54BPM), and the Fixed2 (5.45BPM). This is because the fixed

bandpass filter is effective only if the ground truth respiratory rate falls within the range of

the filter, but even then, using a HF range that is not centred around the true respiratory

rate can degrade the performance.

Using adaptive HF range localisation on the HRV signal therefore has the potential to

significantly improve the performance of traditional RSA-based respiratory rate estimation.

We propose a novel approach whereby we formulate and solve an optimisation problem

to dynamically localise the HF range. To the best of our knowledge, RespEar is the first

work to achieve dynamic HF range localisation for RSA-based respiratory rate estimation.
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We believe our methodology could also benefit other RSA-based solutions using various

sensing modalities, e.g., ECG and PPG. We also propose a series of techniques to enable

the full pipeline for RSA-based respiratory rate monitoring using in-ear audio in the coming

sections. Specifically, our RSA-based respiratory rate monitoring pipeline contains three

components: (1) interference artefact filtering; (2) HRV signal estimation; (3) adaptive

breathing signal extraction.

Interference artefact filtering

While the body is undergoing non-full body motions (i.e., the user is sedentary), in-

ear audio is prone to interference artefacts. Examples of these include head motions

(drinking, speaking etc.), motions of the arms, movement of the trunk, and respiratory-

related movements (swallowing, coughing, etc.). It must be noted that breathing adapts

to speaking (inhalation at syntactic pauses and exhalation during speech [175]), which

eliminates the need for respiratory rate estimation while speaking. To ensure accurate

sedentary respiratory rate estimation even in the presence of interference artefacts, we

present an interference filtering approach.

Interference artefact detection: Without interference artefacts, in-ear audio maintains

a consistent waveform with clear heart sounds and thus stable signal statistics over time.

Conversely, artefacts, such as one-time head motions, cause significant statistical variations.

Hence, we propose a statistics-based approach to detect the presence of artefacts. For each

60-second window, we segment the audio signal into 3-second segments to capture short,

one-time motions. We compute the standard deviation of each segment (to measure signal

dispersion) and if it is larger than an empirical threshold, this segment is marked as an

interfered segment.

Adaptive filter: If an interfered segment is detected, we use an adaptive filter implemented

using the recursive least squares (RLS) algorithm [176] to remove the interference artefact.

The RLS algorithm recursively finds filter coefficients that minimise the least squares cost

function with a reference signal. For the segment containing interference, we select the

nearest segment without interference as the reference signal. After filtering, the interference

artefacts of the segment are mostly removed, enabling reliable respiratory rate estimation

(as validated in Section 4.4). The cleaned signals are used as input to the HRV signal

estimation module.
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Figure 4.3.3: HRV signal estimation. (a) In-ear audio and heartbeats. (b) Peak detection
using an adaptive threshold.

HRV signal estimation

Heartbeat detection: A low-pass filter with a 30Hz cutoff is applied to the in-ear audio

to remove high-frequency noise and emphasise the heart signals. To derive the HRV

signal (denoted as SHRV), heartbeats are identified by detecting peaks in the filtered audio

(Figure 4.3.3(a)). To accurately detect peaks while accommodating variations in amplitude

and morphology changes in the in-ear audio, RespEar uses peak detection with an adaptive

peak detection threshold.

As illustrated in Figure 4.3.3(b), the process begins by computing the Hilbert transform

(described in Chapter 2) of the filtered audio. This is then processed with a moving average

filter to generate the heartbeat envelope. Next, a moving average is computed for each point

in the envelope, serving as an adaptive threshold (Thresh. in Figure 4.3.3(b)). Regions of

interest (ROIs) are identified between the points where the envelope intersects the threshold.

Heartbeat peaks are marked at the maximum point within each ROI (Max-ROI) between

two intersection points (Intsec.), provided the amplitude is greater than that of the two

surrounding intersection points. Finally, the HRV signal, SHRV, is calculated as the time

difference between successive detected peaks (Figure 4.3.4(a)).

Automatic channel selection: Leveraging the unique ability of earables to give two

in-ear audio channels (i.e., left and right ear), RespEar automatically selects and uses the

channel with the lower standard deviation in the estimated HRV signal from each ear. This

is because heartbeats are regular signals, so the lower standard deviation implies a less

noisy and more robust signal due to more regular heartbeat peaks.
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Adaptive breathing signal extraction

To adaptively localise the high-frequency (HF) range of the respiratory signal within

the HRV signal (Figure 4.3.4(a)), we pose an optimisation problem based on two key

observations:

1. Among a set of potential respiratory rate candidates, the best candidate is the one

closest to the ground truth respiratory rate, RRGT.

2. The optimal candidate should also minimise the difference between itself and the res-

piratory rate estimated by a bandpass filter centred around the candidate’s frequency.

Thus, the objective is to select the respiratory rate candidate that minimises this difference,

therefore providing the most accurate estimate of RRGT. Consequently, we select the

respiratory rate candidate with the minimum difference from the list of possible candidates.

The following steps describe the algorithm for adaptive breathing signal extraction, as

detailed in Algorithm 1:

• Identify the central respiratory rate candidate: Perform a FFT on SHRV to

find the frequency component with the highest amplitude (Figure 4.3.4(a)).

• Generate a list of respiratory rate candidates: Sample potential respiratory

rates around the central candidate to generate a list of candidate rates, RRlist.

• Estimate respiratory rates using a bandpass filter: For each candidate in RRlist,

filter SHRV using a bandpass filter with cutoffs defined by that candidate. Perform

FFT on the filtered signal to estimate the respiratory rate by selecting the frequency

component with the highest amplitude and converting the frequency to a respiratory

rate (Figure 4.3.4(b)).

• Calculate the frequency difference: Compute the difference between each candi-

date and the respiratory rate estimated by the bandpass filter to create the frequency

difference list (F-Difference-list) (Figure 4.3.4(c)).

• Select the best candidates: We observe that the optimal respiratory rate candidate

typically appears among the three candidates that have the smallest local minima

in the F-Difference-list. Choose these three candidates as the best respiratory rate

estimates RRF
top (Figure 4.3.5(a)).

• Time-domain calibration: To select the best respiratory rate estimate from the top
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three candidates, we incorporate time-domain analysis. This improves the robustness

of the estimation and resilience to noise and poor signal quality in SHRV.

– Estimate the respiratory rate of each candidate in the time domain by counting

the zero-crossing points in the corresponding filtered signal (Figure 4.3.4(b)).

– Compute the difference between the time-domain estimates and the candi-

date respiratory rates, generating a time difference list (T-Difference-list) (Fig-

ure 4.3.5(b)).

– To smooth out fluctuations and highlight underlying trends, we apply a smoothing

filter to the T-Difference-list.

– Combine the F-Difference and T-Difference values for each of the three best

candidates by summing the corresponding entries from both lists. The candidate

with the smallest combined value is selected as the final estimated respiratory

rate, RRTF
est (Figure 4.3.5(a,b)).

The output from this pipeline is the estimated respiratory rate per 60-second window while

sedentary.
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Figure 4.3.4: Adaptive breathing signal estimation. (a) Extracted HRV signal. (b) FFT
computation and zero crossing counting. (c) Best respiratory rate candidate searching.
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Algorithm 1: Adaptive Breathing Signal Extraction

Input: SHRV: Heart rate variability signal
Output: RRTF

est : Estimated respiratory rate

1. Sample respiratory rate candidates (RRlist)

1.1 Calculating the centre RR of RRlist: RRc

- Filter SHRV using BPF with cutoffs [0.15, 0.35] Hz
- Perform FFT on filtered signal to find the frequency with the largest amplitude
- Convert this frequency to BPM to obtain RRc

1.2 Generate RRlist:
- Sample respiratory rates in increments and decrements of 0.5 BPM around RRc

from min(RRlist) to max(RRlist):

min(RRlist) = max(7.5, RRc − w/2)

max(RRlist) = min(42.5, RRc + w/2)

where w is the predefined length of RRlist and 7.5BPM and 42.5BPM are the
smallest and largest human respiratory rate [177]

2. Search for the best respiratory rate candidate (RRF
est)

2.1 For each RRi
list in RRlist:

- Set a BPF with cutoffs:

li = 0.65 · RRi
list/60, hi = 1.35 · RRi

list/60

- Filter SHRV with the BPF to obtain the breathing signal Breathi.
- Perform FFT on Breathi and find the frequency with the largest peak, fmax.
- Convert fmax to beats per minute to estimate the respiratory rate RRi

est.
- Compute the difference |RRi

est − RRi
list| and store it.

2.2 Min-max normalise the frequency difference list (F-Difference-list).
2.3 Select the three candidates with the local minima as the best

frequency-domain estimates (RRF
top).

3. Calibrate using time-domain analysis

3.1 For each RRi
list in RRlist:

- Estimate the respiratory rate in the time domain by counting the zero-crossing
points from Breathi.

- Compute the time difference (T-Difference-list) and smooth it.
3.2 Sum the T-Difference and F-Difference values for RRF

top (RRTF
calibrated)

3.2 Select the candidate with the smallest combined difference from
RRTF

calibrated as the final estimated respiratory rate, RRTF
est .

73



Chapter 4. Robust Respiratory Rate Monitoring

mapping

TT-
di

ffe
re

nc
e

F-
di

ffe
re

nc
e

RR candidate (BPM)

(a)

(b)

Figure 4.3.5: Breathing rate estimation. (a) Best respiratory rate candidate searching in
the frequency domain. (b) Calibration from the time domain.

4.3.2 LRC-based respiratory rate monitoring

When rhythmic footsteps are present, we leverage the LRC-based respiratory rate monitoring

pipeline for respiratory rate estimation.

Although LRC indicates a synchronisation between stride rhythm and respiratory rate, the

LRC ratio between stride rhythm and respiratory rate is variable and unknown. Conse-

quently, respiratory rate cannot be directly estimated from stride frequency alone. Inspired

by previous studies [97,98] which linked stride frequency with breathing signals to estimate

the LRC ratio (but only under running scenarios with a fixed LRC ratio per window), we

propose our pipeline. This pipeline addresses two unique challenges in achieving LRC-based

respiratory rate estimation from in-ear audio:

• Respiration sounds are strongly interfered with by other sounds in the in-ear audio,

especially footstep sounds which are strong and amplified due to the occlusion

effect [163] (Figure 4.2.1).

• The LRC ratio varies within an estimation window, especially for walking and non-

regular runners, as demonstrated in Figure 4.3.6. We analyse in-ear audio from

two participants (User A, a non-regular runner, and User B, a regular runner) by

segmenting their audio into 10-second intervals and calculating the mean LRC for
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Figure 4.3.6: Changing ratio of ground truth LRC for user A and user B while walking
and running, respectively. Each point represents the changing ratio between two adjacent
segments, with higher ratios indicating higher irregularity.

each interval. We then compute the changing ratio of mean LRC values between

adjacent segments to gauge irregularity. As depicted in Figure 4.3.6, this variability

is especially evident in non-regular runners and during walking. This indicates that a

constant LRC ratio cannot be assumed, meaning that our system must be able to

accommodate changing LRC ratios within a single respiratory rate estimation.

We elaborate on our pipeline in the following sections.

Stride frequency estimation

We first detect the footsteps in the signal using the same approach as was used for heartbeat

detection in Section 4.3.1. However, unlike with the heart signals, we filter with a 50Hz

low pass filter, as in Chapter 3. By counting the number of detected footsteps, the stride

frequency can be estimated.

Breathing extraction

To achieve LRC-based estimation, breathing sounds are required. In this component, we

extract breathing-related features from the partly discernible breathing sounds as follows:

Pre-processing: Human breathing sounds typically fall within the range of 300Hz to

1800Hz [178]. Therefore, a bandpass filter with cutoff frequencies from 300Hz to 1800Hz is

used on the input audio during light-intensity rhythmic footstep activities, such as walking.
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For high-intensity rhythmic footstep activities, such as running, where step sounds severely

overwhelm the breathing sounds in this frequency range, we use a bandpass filter with

cutoffs of 2000Hz to 9000Hz to capture harmonics of breathing sounds in these higher

frequencies.

Breathing template generation: We generate a breathing template (i.e., signal features

of a strong, clear breathing sound) to identify the probability of each frame containing

breathing within the estimation window. To generate this template, we collected in-ear

audio from a single user while sitting stationary and breathing loudly in a quiet environment.

We conducted Pre-processing and performed FFT feature generation on it to generate the

breathing template. We note that a uniform breathing template is used for all users in

RespEar, without requiring individual calibration.

FFT feature generation: We divide the audio window into 40ms frames with a 20ms

overlap and calculate the periodogram (which measures the power spectral density) of each

frame [97]. Thereafter, we subdivide the breathing frequency range into 15 bins and sum

the signal power in each bin from the periodogram. We therefore generate a feature vector

with 15 features for each frame, one corresponding to each frequency bin. The breathing

template is finally calculated by averaging the feature vectors of all frames.

Probability curve generation. For each estimation window, we perform FFT feature

generation on all frames within it. For each feature vector (i.e., corresponding to each frame),

we calculate its similarity (S) with the breathing template using the cosine similarity [97].

Then, the probability of this frame containing breathing, P (f), is computed as:

P (f) =

S−T
1−T

if S > T

0 if S ≤ T
(4.1)

where T is a predefined threshold. The probabilities from all frames within the estimation

window generate a breathing probability curve as shown in Figure 4.3.7(a).

Probability curve decomposition: Due to the low SNR from the strong interference

from footstep sounds and light breathing sounds, the breathing pattern is overwhelmed by

patterns of interference (Figure 4.3.7(a)). To remove the interference patterns, we decompose

the probability curve into its constituent components using the SSA algorithm [160], as

explained in Chapter 2. SSA is able to effectively separate the underlying components

of the curve, allowing for the isolation of periodicity in order of significance, even within
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Figure 4.3.7: Breathing signal extraction. (a) Breathing probability curve. (b) One
component of the curve related to steps while walking. (c) Extracted breathing pattern
with peak detection to determine respiratory rate.

highly noisy time series data. Figure 4.3.7(b) shows component 7 of the decomposed

probability curve which corresponds to the steps taken while the user is walking (i.e., GT

accelerometer data (GT-acc) in Figure 4.3.7(b)). Once the probability curve is decomposed

into periodic components, we exclude the components related to interference and aggregate

the breathing-related components for respiratory rate estimation, as described in the

following section.

Breathing-related components aggregation

RespEar leverages a loose constraint which can adapt to changes in the LRC ratio to exclude

components not related to respiration. Specifically, for each decomposed component of

the probability curve, we count the number of peaks using peak detection. If the number

of peaks falls outside the range of the minimum possible breathing rate (RRmin) to the

maximum possible breathing rate (RRmax), the component is regarded as unrelated to

respiration and removed.

Using the computed step frequency and the loose LRC constraint, RRmin and RRmax are
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computed as:

RRmin =
SFest ∗N/fs

LRCmax

(4.2)

RRmax =
SFest ∗N/fs

LRCmin

(4.3)

where SFest, fs and N are the estimated step frequency, sampling rate, and number of

samples in the estimation window, respectively. LRCmax and LRCmin are the largest and

smallest values of the LRC ratios in humans.

We use the LRC range of 1.9 to 4.9 for low-intensity rhythmic footstep activities [179], and

1.8 to 5.6 for high-intensity rhythmic footstep activities [180]. These ranges cover common

LRC ratios in humans under each set of scenarios [179,180], and fully cover the LRC ratios

present in our collected dataset.

After excluding all breathing-unrelated components, we sum the remaining components into

the extracted breathing pattern. Peak detection is then applied to this signal to estimate

the final respiratory rate (Figure 4.3.7(c)).

4.3.3 Pipeline selector

The pipeline selector determines which processing pipeline should be selected for respiratory

rate estimation, i.e., RSA or LRC-based, based on the presence of either clear heartbeat

sounds or footsteps in the input signal. If the LRC-based pipeline is selected, we further

differentiate this into low-intensity and high-intensity rhythmic footstep activities, so that

the correct algorithmic parameters can be applied to the pipeline.

We train our pipeline detector using support vector machines (SVM). The in-ear audio

is split into 5-second segments and Mel-Frequency Cepstral Coefficients (MFCCs) are

extracted from each segment and used as the input features to the SVM. 5-second segments

were found to have the best tradeoff between temporal resolution for high-quality MFCC

extraction and stability in capturing the transitions between states. This ensures that the

classifier is responsive to changes in the state, while also reducing unreliable results due to

short, noisy windows.

We use a two-stage classifier whereby first we classify a segment as sedentary (i.e., strong

presence of heart sounds) or active (i.e., strong presence of rhythmic footstep sounds).

If active, we further classify it into low-intensity and high-intensity rhythmic footstep
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activities. Consequently, there are 12 detection results from one model during each 60-

second estimation window, and we determine the scenario of the whole window through

majority voting. Specifically, we empirically determine that only consistent results obtained

for more than 75% of segments lead to reliable pipeline selection. Voting aims to handle

transition windows between two states that could result in inappropriate pipeline selection.

If there is no convergence, the window will be discarded. We implement the SVM on

single-channel audio to reduce computational complexity.

4.4 Implementation

To collect data, we used the device detailed in Section 3.4.1 and recorded data from the

in-ear microphone with a sampling rate of 22050 Hz. We use the Zephyr BioHarness 3.0

chest strap [65] to collect ground truth respiratory rate with a 25 Hz sampling rate. 18

participants (9 male and 9 female) took part in our data collection, which was approved

by the Ethics Committee of the Department of Computer Science and Technology at the

University of Cambridge. The participants’ ages ranged from 22 to 55 with an average

age of 30±8. The data collection was conducted indoors in an office environment, with

additional validation studies conducted outdoors. The participants’ ages ranged between

22 and 51. The participants underwent sedentary and active activities, with each activity

performed for 5 minutes. The activities, which are similar to those in Chapter 3 are:

1. Sedentary:

(a) Sitting

(b) Standing

(c) Lying down

(d) Listening to music (performed for the duration of one song)

(e) Working in the wild

(f) Uncontrolled cool down after exercise

2. Active:

(a) Walking

(b) Running
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The activities encompass typical scenarios when a person uses earables and where respiratory

rate monitoring would be desirable. Our data collection involved controlled activities and

also in-the-wild scenarios to ensure the applicability of our methods to real-world use.

No breathing rates were imposed, and participants were free to breathe as they wished.

Breathing after exercise was performed immediately after the user had completed their

running to capture their natural cool down breathing. While sitting and standing, users

were asked to move their head three times to capture head motions to assess the impact of

our interference artefact filtering algorithm. Active activities were performed on a treadmill

and participants chose comfortable paces for walking and running. Overall, our dataset has

an average respiratory rate of 18BPM±4.1BPM, with a range of 7BPM to 31BPM.

4.5 Evaluation

4.5.1 Metrics

We evaluate system performance using the MAE, MAPE and Bland-Altman plots as

described in Section 3.5.1, where we compare respiratory rate estimations per window to

the ground truth measurements for the corresponding window.

4.5.2 RespEar overall performance

Overall performance

We present the overall performance of RespEar in Figure 4.5.1(a, b). RespEar achieves

an overall MAE of 1.71BPM (MAPE of 9.68%), with a MAE of 1.48BPM (9.12%) and

2.28BPM (11.04%) for sedentary and active respectively. The Bland-Altman plot for the

overall performance of RespEar is provided in Figure 4.5.1(c). The mean error is very

close to zero (-0.02BPM), indicating that RespEar does not systematically overestimate

or underestimate respiratory rate. Additionally, the narrow limits of agreement, ranging

from -4.8 to 4.76BPM, demonstrate excellent agreement between RespEar and ground

truth respiratory rate measurements, highlighting the system’s accuracy. We also observe

a uniform spread of data points across the range of the ground truth respiratory rate,

indicating that the error remains consistent regardless of the ground truth respiratory

rate. This further supports the reliability of our technique. Figure 4.5.1(d) provides

the Bland-Altman plot of RespEar grouped by activity level. While there is a slight

overestimation of respiratory rate under active conditions, the data points still exhibit a
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largely uniform distribution. In contrast, the sedentary estimates show no bias and exhibit

low error. Overall, our system demonstrates the ability to accurately and consistently

estimate respiratory rates across various activity levels.

(a) (b)

(c) (d)

Figure 4.5.1: Overall system performance. Bar plot of (a) MAE and (b) MAPE. Bland-
Altman plots of RespEar for (c) overall performance and (d) individual activity levels.

Performance per activity

Figure 4.5.2(a) provides a boxplot of the overall performance of RespEar for each activity.

The performance of each sedentary activity is comparable. Slightly higher errors exist while

listening to music (MAE=1.98BPM) (detailed in Section 4.5.3), and working (1.56BPM).

This is because working is an uncontrolled activity and thus participants were more active

during this task, leading to more interference artefacts. The estimation errors while walking

and running are satisfactory where walking has a MAE of 1.75BPM and a MAPE of 9.17%,

and running has a MAE of 3.12BPM with a MAPE of 14.01%. The slightly higher running

errors are due to the increased interference from the footsteps.
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Figure 4.5.2: RR estimation errors for (a) different activities and (b) different participants.

Individualised performance

Figure 4.5.2(b) reports the overall performance of RespEar for each participant. It is evident

that the MAE while sedentary is consistent amongst participants, with no participant

exceeding an error of 2.3BPM. There is much more variation amongst estimation errors

while active: the smallest MAE is 1.26BPM for participant 16, with the largest MAE being

5.25BPM for participant 7. The majority of errors come from 2 participants, participants 7

and 12. Participant 7 ran at 5KPH, which has a slightly worse performance than faster

running speeds (discussed in Section 4.5.3). Participant 12’s running generated large noise

because their feet kept hitting the side of the treadmill, resulting in high-energy noise across

all frequencies in the in-ear audio. However, regardless of this, the system still generalises

well for the majority of participants over all activities.

Baseline comparison

We compare the performance of our system to that of existing works for each of the three

sensors mentioned in Section 4.2.1. To perform this study, we collected data from 11

participants in a combination of indoor and outdoor settings, while the subjects were
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Figure 4.5.3: Accuracy comparisons for (a) IMU-based, and (b-c) audio-based approaches.

sitting still, cooling down after running (sedentary), walking and running (active), while

wearing earable-based IMU, out-ear microphone and in-ear microphone. We implemented

the three IMU-based algorithms for respiratory rate estimation under sedentary conditions

in [94]: an FFT approach (FFT), a peak detection approach (Peak) and a zero-crossing

rate (ZCR) approach (as shown in Figure 4.5.3(a)). These works were selected as they

are the most commonly used in the literature for IMU-based respiratory rate detection

while stationary. For the in-ear and out-ear microphones, we implemented the algorithm

for sedentary estimation in [10] which uses a peak detection approach where peaks are

detected from the envelope of the microphone signal (with the performance shown in

Figure 4.5.3(b)). For active, we implemented the algorithm employed by [97,98] (LRC), and

expanded upon it to calculate the respiratory rate using signals from the in-ear and out-ear

microphones (Figure 4.5.3(c)). Through this comparison, we contextualise the performance

of RespEar using the best-performing earable-based systems in the literature across all

scenarios. Wrist-based systems were not implemented due to their vastly different signal

properties and their limitation to stationary use (as discussed in Sections 2.4 and 4.1).

Moreover, these systems employ algorithms similar to those used in earable IMU-based

respiratory rate estimation, making a direct comparison less relevant.

Through this comparison, we contextualize the performance of RespEar against the best-

performing earable-based systems in the literature across various scenarios. Wrist-based

systems were not implemented due to their vastly different signal properties and their
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limitation to stationary use (as discussed in Sections 2.4 and 4.1). Moreover, these systems

employ algorithms similar to those used in earable IMU-based respiratory rate estimation,

making a direct comparison less relevant.

From Figure 4.5.3, it is evident that under both sedentary and active scenarios, our system

significantly outperforms the methods in the literature, thus highlighting both the strength

of the in-ear microphone and our processing pipeline.

Using the algorithm in Chapter 3, we derived the HRV from the cleaned heart signal for

the walking and running activities, and integrated it into the RSA-based respiratory rate

monitoring pipeline (Heart-1). Following [46], we eliminated walking/running frequency

components from in-ear audio and then applied a [0.1, 0.8] Hz band-pass filter for respiratory

rate estimation (Heart-2). Figure 4.5.3(c) shows that although our hEARt algorithm has

the best performance of the related work, all of these methods result in large estimation

errors, showing that they cannot be applied for respiratory rate monitoring while active.

This emphasises the need for our pipeline and highlights its superior performance.

4.5.3 Benchmark evaluations

Other active activities

We assessed RespEar’s performance on a subset of 3 participants during various activities

of different intensities that involve rhythmic footsteps, including step aerobics (StepA),

climbing up and down stairs (StairUD), and rowing on an indoor rower (Row). We recorded

5 minutes of data per activity per participant, with activities performed in an uncontrolled

manner. Figure 4.5.4(a) indicates that RespEar works properly during different rhythmic

activities using the LRC-based pipeline, demonstrating RespEar’s effectiveness for activities

with rhythmic footsteps.

Outdoor performance

We also assessed system performance outdoors in an uncontrolled environment. The tests

were performed on a concrete pavement outside an academic building next to a building

site while active construction was occurring. We assessed the performance under different

activities, including sitting, walking, running and cooling down. We recorded 5 minutes

of data per activity for each participant. When walking and running, participants were

free to select their preferred pace and move around the area. There were thus natural
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Figure 4.5.4: Estimation Errors (a) for other rhythmic activities, (b) while outdoors, (c-d)
for different noise levels while sedentary and active respectively.

changes in pace throughout the experiment to test whether our system functions under

both controlled and uncontrolled speeds. Figure 4.5.4(b) shows the results of this study,

indicating that RespEar achieves robust performance outdoors, with results similar to that

of the controlled, indoor study.

Impact of ambient noise level

Since RespEar is audio-based, it is essential to ensure that it functions as expected in the

presence of ambient noise at different levels. We assess this performance in Figure 4.5.4(c,d).

We see that over three ambient noise levels for sedentary (Figure 4.5.4(c)) and active

(Figure 4.5.4(d)) activities, RespEar achieves consistent results. This is because by occluding

the ear canal with earbuds, ambient noise is attenuated. In addition, the occlusion effect

attenuates high-frequency external noise and amplifies low-frequency heartbeat and footstep

sounds [162,163], making our solution robust to noise variations.

Impact of the audio channel

Figure 4.5.5(a) provides the overall MAE in the left and right channels and the channel

chosen by automatic channel selection (denoted by two) while sedentary. The individual
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performance of the two channels is similar with a MAE of 1.8BPM and 1.79BPM for left

and right respectively. After the automatic channel selection, the MAE is significantly

reduced (1.42BPM), indicating the efficacy of our design. Moreover, even from one channel,

the performance is still good, proving that RespEar can be used even when the participant

is wearing a single earbud. Figure 4.5.5(b) provides the MAE for the left, right and fusion

of two channels (i.e., we use the mean value of the estimated respiratory rate from two

channels) while active. Again, we see that the fusion channel has a lower error than that

of the two channels, with a MAE of 2.28BPM for the fusion compared to 2.34BPM and

2.56BPM for left and right respectively.
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Impact of moving speed

In Figure 4.5.5(c,d), we assess the impact of different speeds while active. For both walking

and running, the median error remains similar regardless of the movement speed. We see a

slightly higher error while running at 5 km/h. This may be attributed to the lower SNR of

low-speed running, which causes similar interference from running footsteps but induces

weaker breathing sounds compared to higher speeds. However, even with this slight trend,

RespEar still achieves good results across different speeds.
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Impact of music listening

We assessed the impact of listening to music on earables while participants were sedentary,

walking and running. For each condition, we played music covering a range of common

genres including pop, dance, alternative, classical and R&B at different volumes through

the earable speaker on the left channel. Figure 4.5.6(a) and Figure 4.5.6(b) provide a

comparison of performance per genre per activity and performance with different music

volumes respectively. The performance across all genres and with different playing volumes

while sedentary is comparable with the sedentary performance without music playing (the

error of the left channel in Figure 4.5.5(a), i.e., 1.8BPM). This is due to the minimal

overlap of heart sound frequencies with the music frequency, with only 0.5% of music energy

lying in the 0-30Hz range. While active, the error across all genres is slightly higher than

the error without music. Specifically, errors are 2.50BPM and 2.92BPM for soft and loud

music respectively compared to 2.34BPM when active without music (the error of the left

channel in Figure 4.5.5(a)). Again, music does not significantly degrade respiratory rate

estimation performance while active. There is again a non-overlap between music and stride

frequency, meaning that music does not impact stride detection accuracy. Although music

and breathing sounds have overlapping frequencies, we do not use breathing sounds directly

but rather generate a breathing template to detect the probability of breathing sounds.

This means that breathing and music can easily be differentiated, mostly mitigating the

impact of music on accuracy.

In-the-wild performance

We asked two participants to wear the device for an hour in a busy office while undergoing

standard daily activities. The participants worked at their desks, listened to music, walked

around the office, and performed other activities as they wished, such as sipping coffee or

using their cell phones. Figure 4.5.7 shows the tracking performance for two participants, i.e.,

the continuously estimated respiratory rate from RespEar (one respiratory rate estimation

per 30s) compared with the ground truth respiratory rate (GTRR). Participant A (shown

in Figure 4.5.7(a)) worked and walked around the office. Participant B (Figure 4.5.7(b))

worked at their desk and listened to music while working. Participant A achieved a MAE

of 0.97BPM and 1.83BPM while working and walking respectively, and Participant B

achieved errors of 1.01BPM and 0.58BPM while working and listening to music respectively.

These errors are consistent with the results obtained in the laboratory study for these two

participants, proving that RespEar has excellent performance both in controlled laboratory
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Figure 4.5.6: Errors with music (a) across genres and (b) at different volume levels.

settings and uncontrolled, real-world settings. It is also clear that RespEar can accurately

track respiratory rate longitudinally, even in an uncontrolled setting.

4.5.4 System components evaluation

Pipeline selector

Figure 4.5.8(a) provides the results of our pipeline selector module using SVM on 5 s

segments. The SVM is trained on 13 participants’ data (randomly chosen during training)

and tested on the remaining 5 participants to ensure participant independence of the train

and test sets. We implemented 5-fold cross-validation and report the average results over 5

folds. Our system is able to select pipelines with excellent performance, achieving 100%

accuracy for determining whether a window is active or sedentary (SVM-Stage-I), and

99% accuracy for determining whether an active window is low-intensity or high-intensity

rhythmic footstep activities (SVM-Stage-II). With majority voting of results across an

estimation window, the detection accuracy on both tasks is 100%.

Accuracy of HRV estimation and stride detection

To assess the accuracy of our HRV estimation, we compute the MAPE between the

ground truth HRV from the ECG chest strap and our estimated HRV on beat-to-beat
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basis (Figure 4.5.8(b)), where we compare performance on the left channel, right channel

and automatic channel selection. Using automatic channel selection, we achieve the best

performance with a MAPE of 3%, which is competitive with reported results for ECG

on well-known datasets, e.g., the MIT-BIH Arrhythmia Database [181]. Our results for

stride frequency estimation are provided in Figure 4.5.8(c). Our system detects strides

with a MAPE of less than 3% for both walking and running using channel fusion, again

competitive with literature on in-ear step counting [163].

Ablation study

In this section, we assess the impact of some of the design choices in RespEar.

1) Interference artefact filtering: In Figure 4.5.9(a), we examine the impact of our

interference artefact filtering. The MAE without interference artefact filtering is 1.63BPM,

and that with interference artefact filtering is 1.45BPM, showing that we achieve a 12%

decrease in error. We also see that interference artefact filtering decreases variance and

median estimation error, resulting in more robust estimations.

2) Adaptive breathing signal extraction: Figure 4.5.9(b) illustrates the performance

of RespEar while sedentary (using in-ear audio) compared to the performance obtained

when directly using the adaptive filter generated from the ground truth respiratory rate
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(from ECG as detailed in Section 4.3.1). RespEar achieve a MAE of 1.48BPM, and with

the adaptive filter using the ground truth respiratory rate, we obtain an error of 1.44BPM.

We thus see that the proposed design leads to estimations that are very close to the upper

bound of performance that is possible using the RSA-based respiratory rate estimation

principle.

3) Calibration from T-difference-list: Figure 4.5.9(c) illustrates the importance of

our calibration technique which fuses the T-Difference-List and the F-Difference-List. By

incorporating calibration with the T-difference list, we achieve a 24% decrease in error

over using the T-difference list in isolation, and a 32% decrease in error over only using

the F-difference list. Thus, our calibration technique results in a significant performance

improvement.

4) FFT feature generation: In Figure 4.5.9(d), we compare our FFT features with

MFCC features for creating the breathing features template for respiratory rate estimation

during active scenarios. Although MFCCs are most commonly used for audio feature

extraction [182], we gain a significant performance increase through the use of FFT features

for both walking and running.
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4.5.5 System overhead on a smartphone

To create a portable solution, we deployed RespEar on an iPhone 12 Pro with 8GB of

memory, and a 2477mAH battery capacity (2815 mAH battery with 88% battery health)

to measure system overhead. When run on an iPhone 12 Pro, RespEar’s latency is 3.11 s

per window while sedentary and 12.27 s per window while active. Since processing occurs in

60-second windows, with a 30-second overlap, a new respiratory rate estimate can be made

every 30 seconds under both conditions, implying that our system can run in real-time.

We have not considered possible data transfer costs via radio frequency (e.g., BLE) which

would add additional small delays depending on the scenarios. When run continuously

for an hour, RespEar consumed 4% and 14% battery for the RSA-based and LRC-based

pipelines, respectively. The LRC-based pipeline consumes more power due to the longer

latency on account of the more complex algorithm. To contextualise this, if playing music

for an hour, the same phone battery decreased by 8%, showing that our application lies

within standard levels for battery consumption. However, to reduce this, further standard

processing optimisations could be applied. In terms of memory, RespEar consumes a

maximum of 49.1MB and 49.3MB per window equating to 0.3% of the available memory on

the device. Overall, we see that RespEar can feasibly be run on a smartphone longitudinally

to potentially provide real-time respiratory rate monitoring from earables.
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4.6 Conclusion

This chapter presented RespEar, the first earable system for continuous, non-invasive, and

reliable respiratory rate monitoring across both sedentary and active conditions. RespEar

employs in-ear microphones and leverages unique relationships between our cardiovascular,

gait and respiratory systems to optimise respiratory rate detection. Using our earable

prototype, we implemented RespEar and conducted extensive experiments to evaluate its

performance. The results demonstrate that RespEar outperforms the state-of-art, and is

robust in a variety of contexts and activity intensities.

This chapter therefore demonstrated the potential of using in-ear audio to monitor breathing

rate under a variety of activities of daily life. We built upon the findings in Chapter 3 to

leverage various physiological couplings based on the sounds of footsteps and heartbeats to

determine breathing rate. In the next chapter, we will further examine the heart signals

captured inside the ear canal and investigate the feasibility of monitoring stroke volume

using in-ear audio.
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Chapter 5

Stroke Volume Monitoring

5.1 Introduction

In Chapters 3 and 4, we showed the possibility of capturing clear heart signals using in-ear

audio. In this chapter, we build upon this knowledge and the research gap in Section 2.5 to

explore, for the first time, the feasibility of stroke volume monitoring using in-ear audio.

As described in Chapter 2, stroke volume, the volume of blood ejected by the left ventricle

in each contraction, is one of the fundamental measures of cardiovascular physiology. It is

closely related to the cardiac output, which represents the total volume of blood pumped

by the heart per minute. Through its connection to cardiac output, stroke volume provides

an estimate of the body’s ability to deliver oxygen to the tissues (tissue perfusion) and

its ventricular function [183], making it crucial in evaluating the health of the circulatory

system.

Stroke volume is a key parameter in sports medicine and exercise physiology, used to assess

overall cardiovascular health and fitness. Higher stroke volumes are often observed in

athletes with more efficient cardiovascular systems, making it an excellent indicator of

cardiovascular fitness [184,185]. There is thus potential for stroke volume measurements to

be used to monitor improvements in cardiovascular fitness over time due to exercise and to

customise training programs to meet lifestyle and fitness goals. Moreover, stroke volume

directly reflects the efficiency of the myocardium, the resistance to blood flow from the heart

(afterload), and the return of blood to the heart (preload). When one of these is disrupted,

the resulting stroke volume changes can serve as an early indicator of subclinical changes in
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cardiovascular function, potentially revealing abnormalities in healthy individuals before

observable disease symptoms emerge. Stroke volume therefore has the potential to be used

for prediction, early diagnosis and continuous monitoring of cardiovascular health in normal

individuals. Clinically, low stroke volume can be a strong indicator of heart failure or

other cardiac conditions, such as arrhythmias and heart valve diseases [103,186]. Therefore,

understanding and measuring stroke volume is essential for evaluating cardiac function,

which plays a critical role in diagnosing and managing cardiovascular diseases [103] and

monitoring the progression of disease states in patients with cardiac pathologies.

As outlined in Chapter 2, the gold standard for stroke volume measurement is the Direct

Fick method [104,105], however, this method is highly invasive, requiring multiple catheters,

and very labour-intensive [106]. As a result, echocardiography (or cardiac ultrasound) has

become more prevalent as a non-invasive alternative for calculating stroke volume [105].

However, this technique requires highly skilled operators to accurately determine stroke

volume, limiting its widespread use [105]. Additionally, it is not suitable for continuous

stroke volume monitoring. For non-invasive, continuous stroke volume measurements,

finger-cuff systems, such as the Finapres NOVA [107], can be used. While reliable, these

systems are cumbersome and require calibration using a stroke volume measurement from

an echocardiogram [109], limiting their utility. In summary, all of these methods only

have clinical use due to their dependence on complex procedures, highly specialised and

expensive equipment, and trained personnel. Additionally, these techniques have limited

accessibility worldwide due to their high cost and limited scalability.

Wearable devices have emerged as an alternative for non-invasive stroke volume estimation.

Chest patches equipped with a single-lead ECG and a triaxial accelerometer [13] or with

a PPG sensor [14] have been used for cardiac output and stroke volume measurements.

However, these systems have a conspicuous and uncomfortable form factor and often require

calibration with a blood pressure cuff. Finger cuffs equipped with PPG have also been

used [15], though their bulky form factor limits real-world applicability. In addition, a

bathroom weighing scale using ballistocardiography, ECG, and impedance plethysmography

has been developed to estimate stroke volume [104]. However, this device relies on specialised

sensors not found in standard scales, requiring users to purchase a new, costly device for

monitoring. Additionally, it relies heavily on user adherence, limiting monitoring to the

specific moments when the user steps on the scale, a well-known challenge with medical

devices [114]. Thus, there is currently no solution that provides stroke volume monitoring in

a convenient, unobtrusive, and widely accessible form factor using only commodity devices
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and their native sensors.

Earables present an opportunity to achieve this through their natural integration into

people’s lives and daily routines, thus enabling passive sensing of stroke volume, without

relying on user adherence. The cardiac signals that can be captured using in-ear microphones

(Chapters 3 and 4) contain fundamental information about events in the cardiac cycle

(such as valve closures, contractions, and electrical stimulations) [60], which are related to

stroke volume [13, 109]. Additionally, studies have demonstrated a correlation between the

amplitude of heart sounds collected on the chest and cardiac output, and by extension,

stroke volume [111]. Therefore, there is the potential to use in-ear heart sounds to infer

stroke volume, presenting a unique opportunity to develop a commodity wearable-based

method for stroke volume monitoring outside clinical settings.

In this chapter, we demonstrate for the first time the feasibility of estimating stroke volume

using sensors on commodity earables in a robust, generalisable way. By capturing cardiac

signals from inside the ear canal through sensors embedded in commodity earbuds, we

open the door to affordable and scalable stroke volume estimation. To achieve this, we

encounter three main challenges. Firstly, while relationships between various heart signal

modalities and stroke volume have been identified, in-ear heart signals are complex and

mapping them to stroke volume remains unclear and challenging. Secondly, as is common

when developing new wearable technologies, collecting a large-size dataset is challenging

due to the requirement for equipment and expertise, which hinders the development of

high-performing algorithms. Finally, a key challenge in machine learning research is ensuring

model generalisability, particularly when faced with data from unseen subjects with varying

stroke volumes, and in-ear audio signal properties.

As a solution, we develop a two-stage training process that combines generative self-

supervised pre-training with fine-tuning. We introduce CardiAural, a pipeline designed to

estimate stroke volume using in-ear audio. First, to address the initial challenge, we apply

self-supervised learning techniques that mask and reconstruct intricate in-ear heart signals.

Training the model to reconstruct randomly masked spectrogram representations allows it

to learn complex and robust features crucial for accurate stroke volume estimation. Second,

to tackle the issue of data scarcity, we utilise an in-house dataset of unlabelled earable

data for self-supervised pre-training. This enables the model to acquire generalised and

robust representations of in-ear audio without relying on large labelled datasets. Finally,

we fine-tune the model with a smaller, highly specialised dataset specifically collected for

95



Chapter 5. Stroke Volume Monitoring

stroke volume estimation. This two-stage approach not only mitigates data scarcity but

also enhances the model’s ability to generalise effectively.

To evaluate the performance of CardiAural, we collected in-ear audio using the custom

earbud device introduced in Chapter 3. We compare our stroke volume estimations to

those obtained with a clinically validated device in a cohort of 23 healthy participants with

average weight (x̄±σ) of 76±15 kg and average height of 158±9 cm, and assess performance

before and after isometric exercise. Overall we achieve a MAPE of 6.83% in estimating

the average stroke volume of unseen subjects, by training the model on data from all other

participants. This demonstrates the model’s strong ability to accurately predict stroke

volume, even for unseen participants. Additionally, we achieve a percentage error in the

limits of agreement of 11.05% which is well below the 30% error considered acceptable for a

new stroke volume measurement device [187], effectively indicating that commodity earables

can be a suitable tool for stroke volume measurements. More specifically, our findings

highlight the feasibility of using a single sensor on a commodity earbud to obtain accurate

stroke volume measurements, paving the way for out-of-the-clinic cardiac monitoring using

wearable devices.

The contributions of this chapter can be summarised as follows:

• We explore stroke volume estimation with in-ear microphones and present an investi-

gation of the relationship between common audio features and demographic factors

with stroke volume.

• We propose a novel pipeline for average stroke volume estimation that uses a generative

self-supervised learning framework with a masked autoencoder. To enhance model

generalisability to new users, we use transfer learning to pre-train the model with a

large dataset of unlabelled in-ear audio data.

• We collected data from 23 participants using our earbud prototype. Results show

that we can estimate stroke volume with a MAE of 5.27mL (6.81%) and 5.21mL

(6.85%) before and after isometric exercise respectively. The predicted stroke volumes

are also highly correlated to the ground truth with a Pearson correlation coefficient

of 0.94, proving the effectiveness of our system.

The techniques and results in this chapter have been presented in [19].

96



5.2. Primer

5.2 Primer

In this section, we discuss in-ear heart signals and then examine the relationship between

features of these signals and stroke volume.

5.2.1 In-ear heart signals

As discussed in Chapter 2, when the ear canal is blocked, the occlusion effect occurs [16,60].

This effect can be leveraged to capture heart signals inside the ear canal, as proven in

Chapters 3 and 4. Early works [16, 60] (including the work presented in Chapter 3) viewed

these signals as heart sounds, attributed to the turbulent flow of blood in nearby vasculature.

However, recent studies [188] suggest that these signals are more closely related to changes

in local pressure due to pressure waves from heartbeats. Regardless, all literature agrees

that these signals relate to heart activity as validated in Figure 5.2.1 and in Chapter 3.

While the precise origin of these in-ear heart signals - whether heart sounds or pressure waves

- remains unclear, cardiac signals of various kinds have been successfully used to estimate

stroke volume, which motivates our study. For example, previous research [104] has utilised

features from ballistocardiography on a weighing scale, while other studies [13] have used

features of seismocardiography signals on a chest patch for stroke volume determination.

Both types of sensors are sensitive to body vibrations caused by heart activity, similar

to the in-ear signals which are related to ear canal vibrations. Furthermore, research

leveraging heart sound features [109,111] collected using stethoscopes, and studies using

arterial pressure waveforms [189] have demonstrated success in estimating stroke volume.

Therefore, regardless of whether the in-ear signals are heart sounds or pressure waves, their

strong correlation with cardiac activity suggests that they could be effectively used for

stroke volume estimation.

5.2.2 Correlation between in-ear heart signals and stroke volume

We provide an example of the ground truth stroke volume collected from two participants

and their corresponding in-ear audio in Figure 5.2.1. The corresponding ECG signals are

also collected to validate the effectiveness of in-ear audio for capturing cardiac activity.

Figure 5.2.1(a,b) present the stroke volume for one participant before and after isometric

exercise respectively, and (c,d) present the same for a second participant. For each

participant, 60 seconds of data per condition is shown. For Participant 1, the mean stroke
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(a)

(b)

(c)

(d)

Figure 5.2.1: 60 seconds of in-ear audio, ECG and stroke volume for two participants
before and after exercise. (a)-(b) Participant 1 before and after exercise respectively, (c)-(d)
Participant 2 before and after exercise respectively.

volume in the 60 seconds before exercise was 91mL and 96mL afterwards, with an average

heart rate of 70BPM. For Participant 2, the mean stroke volumes were 60mL and 65mL,

respectively, with a heart rate of 61BPM. Although both participants are the same age

and sex, their differing fitness levels (based on their exercise frequency) are reflected in the

differences in stroke volume.

Furthermore, the alignment of the peaks in the in-ear heart signals with the ECG signals

demonstrates their correlation, providing evidence that variations in the in-ear signals are

due to heart activity. Additionally, the comparison of in-ear audio signals with stroke

volume signals in Figure 5.2.1(b,d) reveals that changes in the in-ear audio correspond to
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changes in stroke volume in the post-exercise condition, where stroke volume decreases

as the participant returns to a resting state. Conversely, immediately after the isometric

exercise, both participants showed an increase in the amplitude of their in-ear audio signals

compared to their resting state, which corresponded to elevated stroke volumes. In the

pre-exercise condition, participants maintained their baseline stroke volume, resulting in

minimal changes and stable waveforms in the in-ear audio signals.

We further extracted common features of audio signals [190] including signal statistics and

time and frequency domain features, as well as heart signal features such as inter-beat

interval (IBI), heart rate, and the amplitude of the peak of the in-ear heart signal for

each heartbeat. We then computed the Pearson correlation between the audio features in

a 10-second window and the stroke volume for that window, removed any features with

a correlation of less than ±0.1, and plotted the results. In Figure 5.2.2, we explore the

resultant relationship between stroke volume and in-ear audio features.

There is a moderate negative correlation between stroke volume and both the amplitude

of the largest peak in the in-ear audio signal per heartbeat and heart rate (heart-related

features). There is also a moderate positive correlation between the stroke volume and the

skewness, zero crossing rate (ZCR), and the fourth MFCC component [190] (audio-related

features). Other features exhibit weak positive and negative correlations. In summary, weak

correlations exist between stroke volume and both audio and heart-related features, showing

that in-ear heart signals have the potential to be used to estimate stroke volume. However,

the findings indicate that handcrafted features are not sufficient for achieving good results

that are generalisable to differing signal properties. Deep learning models are well-known

for their ability to approximate complex relationships and identify intricate patterns and

features from data, making them a promising solution to address this challenge [191].

Additionally, the lack of generalisability in the extracted features is clear when comparing

the in-ear audio signals in Figure 5.2.1(a-d). It is evident that the amplitude range of

the in-ear audio of the two participants differs and the signals present distinct properties

per person. Specifically, comparing common metrics of signal characteristics, the root

mean square energy (RMSE) of the in-ear audio signal from Participant 1 is 19.98, with

a skewness of 0.28, kurtosis of 2.38 and ZCR of 0.025. In contrast, for Participant 2, the

RMSE is 11.30, with a skewness of 0.13, kurtosis of 0.72 and ZCR of 0.019. This substantial

variability between participants weakens the correlations shown in Figure 5.2.2 and poses

challenges for generalising the findings to different users. Therefore, it is crucial to develop
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Figure 5.2.2: Correlations between features extracted from the in-ear audio and stroke
volume. Weak correlations exist between heart-related properties and stroke volume, and
between audio features and stroke volume. IBI: Interbeat-interval. RMSE: root mean
square error. ZCR: zero crossing rate. IQR: interquartile range. MFCC: mel frequency
cepstral coefficient.

techniques that can adapt to this inter-participant signal variability.

5.3 System Design

To address the challenge of generalisability and the need for advanced feature extraction

uncovered in Section 5.2, we present our overall system pipeline in Figure 5.3.1. Our system

takes as input in-ear audio containing heartbeat sounds and predicts the stroke volume for

each window to ultimately compute the average stroke volume of a user. To achieve this,

we use a generative self-supervised learning framework with a masked autoencoder. In the

following sections, we describe the processing pipeline in detail.

5.3.1 Pre-processing

We first downsample our collected audio to 600Hz to reduce computation complexity and

divide the audio into 10-second segments with an 8-second overlap between successive

segments. To remove unrelated signal components, we apply a 100Hz low-pass filter. Similar

to Chapter 3, we compute a mel spectrogram [132] on our 10-second windows using 32 mel
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Figure 5.3.1: System processing pipeline. (a) Data collection protocol whereby data is
simultaneously collected from our earable prototype and the ground truth Finapres NOVA
continuous stroke volume measurement device. Not pictured is the isometric exercise where
the participant squeezes a stress ball. (b) The pre-processing pipeline for the audio signals
involves downsampling, segmenting the audio into 10-second windows with 8-second overlap,
and generating a spectrogram for each window. (c) An unlabelled dataset of in-ear audio
is used to pre-train the encoder-decoder network with masked spectrograms, employing a
random, unstructured masking strategy. (d) The pretrained encoder is fine-tuned using the
stroke volume in-ear audio dataset to predict stroke volume per 10-second window. During
fine-tuning, a structured 2D masking strategy is used.
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bins to accentuate low-frequency heart activity. We then interpolate this to 128 bins to

match the size of the AudioMAE input [132]. As illustrated in Figure 5.3.1(b), the output

of this pipeline is a 128×1024 mel spectrogram for each 10-second window.

5.3.2 Deep learning architecture

Figure 5.3.1(c,d) provides an overview of the pipeline used in CardiAural. Motivated by the

recent success of vision transformers in audio classification, which effectively capture intricate

spatial and temporal patterns in spectrogram data using self-attention mechanisms [192,193],

we apply vision transformers (introduced in Chapter 2) to in-ear audio spectrograms. This

approach enables the model to learn complex and robust features essential for accurate

stroke volume estimation.

To achieve this, we use generative self-supervised learning, implemented as a masking and

reconstruction task on the input spectrograms. Self-supervised learning (as described in

Chapter 2) is a form of unsupervised learning that uses self-generated challenges to create

supervised tasks from unlabelled data [194]. In generative self-supervised learning, the

challenge is to reconstruct the input sample, where the sample itself supervises the training

of its reconstruction [195]. In our system, this involves spectrogram reconstruction, where

the model predicts masked portions of a spectrogram using their unmasked counterpart

as the reference label. This approach enables the model to learn meaningful and robust

data representations from the intricate in-ear heart signals, thus enhancing its ability to

generalise to new users and varying signal properties [194].

Specifically, our pipeline uses the Audio-MAE model (as described in Chapter 2), which

is an extension of a masked autoencoder from the image domain to audio [132]. At a

high level, the network consists of a Transformer encoder and decoder. The network input

is masked spectrograms (spectrograms with random binary patches applied to them) of

audio and the network is only trained on the visible, unmasked patches. In doing so, the

encoder extracts useful features from the masked spectrogram, enabling the decoder to

reconstruct the original spectrogram. The encoder and decoder use a stack of 12-layer

ViT-Base Transformers [196]. However, the decoder enhances the basic transformer module

to incorporate local attention so that the model takes into account the position and order

of the spectrogram features, both of which are key to the semantics of the sound itself.
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5.3.3 Pre-training

Two of the key challenges in this work are the scarcity of labelled data and the need to

enable the system to generalise to unseen subjects (as shown in Section 5.2.2), thereby

allowing new users to achieve accurate stroke volume estimations without the need for

expensive labelled data collection. To address these challenges, we implement a two-stage

training process that combines generative self-supervised pre-training with fine-tuning.

Specifically, the model is initialised using weights obtained by training on the AudioSet

dataset [132,197]. AudioSet is an audio dataset containing approximately 2 million 10-second

audio files from YouTube videos [197]. This dataset is highly diverse with 527 classes ranging

from music and vehicle noises to a small subset of respiratory sounds, including snoring and

breathing. While AudioSet provides useful general audio representations, it is highly non-

specific and not tailored for in-ear microphone data, which has significantly different signal

properties. For example, music data may include frequencies up to 16 kHz, whereas the

highest frequency of interest for in-ear cardiac signals is around 50Hz [162, 163]. Therefore,

in-ear audio requires a focus on lower frequency bands that are not well represented in

general audio datasets. To better adapt the model to our specific task, we pre-train

it using self-supervised learning on a dataset of unlabelled in-ear audio. The Earable

dataset, detailed in Table 5.3.1, contains in-ear audio collected during stationary or mostly

stationary activities, such as lying down, sitting, working at a desk, or speaking. In total,

we pre-trained our with using 34940 10-second audio samples from this dataset.

During pre-training, we apply unstructured masking [132], where random pixels are removed,

as shown in Figure 5.3.1(c). We use a masking ratio of 0.7, meaning that 70% of the pixels

in the spectrogram are masked. The network was trained for 300 epochs with a learning

rate of 1× 10−3 and a batch size of 64, using mean squared error (MSE) loss. The final

encoder from this pre-training phase is then used in the fine-tuning step.

5.3.4 Fine-tuning

The process of fine-tuning is illustrated in Figure 5.3.1(d). During fine-tuning, we remove

the decoder layers from the pre-trained model and retain only the encoder with a single

fully connected layer on top for stroke volume predictions. We fine-tune this model with

the smaller, highly specialised dataset specifically collected for stroke volume estimation.

For fine-tuning, we apply 2D masking as shown in Figure 5.3.1(d) [132] where we randomly

mask bands of the spectrogram both in frequency and in time, with a masking ratio of 0.1.
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Table 5.3.1: Earable dataset.

Dataset Name Description Duration (minutes)

hEARt [162] Heart rate estimation dataset encompassing
2 activities with 20 participants

89.7

RespEar [16,18] Breathing rate estimation dataset encompass-
ing 6 activities with 18 participants

632.3

In-ear cardiac
sounds [198]

In-ear heart sounds segmentation dataset
with different noise levels for 14 participants

89.5

EarMeter [199] Tidal volume estimation dataset with resting
and cooldown (elevated heart and breathing
rate) activities for 20 participants

353.2

Total 1164.7

This enables the model to learn from local structures in the spectrogram while still using

masking to promote deeper feature learning. To address the dataset imbalance shown in

Figure 5.4.2, we augment the dataset by duplicating and discarding samples to retain the

median number of samples in the dataset per bin. This prevents the model from being

biased towards more frequently occurring labels. We train the model with a learning rate

of 1× 10−4 and a batch size of 16 for 40 epochs.

We use a custom loss function which combines the MSE loss and a weighted MSE loss. The

MSE loss, defined in Equation (5.1), penalises errors across all target values equally, which

helps the model to perform well on centrally located values. However, in this system, it is

equally as important to accurately predict stroke volumes at the ranges of the distribution.

To emphasise the importance of these points, we designed a weighted MSE loss which

emphasises prediction errors towards the upper and lower range of the collected dataset.

The loss is defined according to Equation (5.2) where yi are the ground truth values and ŷi

are the model predictions.

LMSE =
1

n

n∑
i=1

(yi − ŷi)
2 (5.1)

Lweighted =
1

n

n∑
i=1

wi(yi − ŷi)
2 (5.2)

In the weighted MSE loss, wi is the weight assigned to each prediction, as defined in
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Equation (5.3) where µ is the midpoint of the dataset. We normalise the weights by

dividing them by the mean squared deviation of the lower or upper range, depending on

whether yi is less than or greater than µ. This normalisation ensures that the contributions

from both the higher and lower target ranges remain balanced and prevent the weighted

loss from disproportionately dominating the optimisation process.

wi =


|yi−µ|2

mean(|yj−µ|2 for yj≤µ)
, if yi ≤ µ

|yi−µ|2
mean(|yj−µ|2 for yj>µ)

, if yi > µ
(5.3)

The overall loss function, defined in Equation (5.4), is a combination of the MSE loss and

the weighted MSE loss, where α is set to 0.5 to balance the contributions of each loss

component.

Lcustom = αLweighted + (1− α)LMSE (5.4)

We fine-tune the model to predict the stroke volume per window and ultimately average

together the predictions to compute the average stroke volume for a user. To evaluate model

performance, we use leave-one-subject-out cross-validation. In this approach, the model

is trained using data from all but one subject and tested on the data from the remaining

subject. This method assesses the model’s ability to predict average stroke volume for a

subject whose data it has not encountered before, mimicking the ideal use case for such a

system.

5.4 Implementation

5.4.1 Data collection

A total of 23 healthy volunteers (detailed in Section 5.4.2) were recruited for this study,

which aimed to evaluate the feasibility of determining stroke volume using in-ear audio. The

study was approved by the Ethics Committee of the Department of Computer Science and

Technology at the University of Cambridge, where data collection was conducted. Written

informed consent was obtained from each participant prior to the start of the data collection

protocol.

The study was conducted by trained medical professionals. The data collection process,
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illustrated in Figure 5.3.1(a), began with participants resting on a bed for 10 minutes. After

this rest period, they performed isometric exercises, specifically squeezing a stress ball with

quick, forceful contractions for 30 seconds, to elevate heart rate and alter stroke volume.

Following the exercises, participants rested for an additional 5 minutes. This protocol was

designed to capture stroke volume measurements in the resting, baseline state, and the

exercise recovery state to evaluate the accuracy of our method under different conditions.

In this analysis, we analyse the data in the resting state and the recovery state.

During the data collection, subjects wore custom earbuds (Figure 3.4.1(a)) in both ears to

collect in-ear audio signals, fitted with eartips of varying sizes to ensure proper occlusion.

Ground truth stroke volume measurements were obtained using the Finapres NOVA

continuous hemodynamic monitoring system [107], which estimates beat-to-beat stroke

volume through a PPG finger cuff.

To set up the Finapres, a medical-grade three-lead ECG electrode was attached to each

participant’s chest, and a blood pressure cuff was placed on their non-dominant arm for

calibration. The system was calibrated using stroke volume measurements obtained from an

echocardiogram for each participant (Figure 2.5.2). Calibration stroke volume was measured

with the GE Vivid IQ ultrasound system, calculated as the product of the left ventricular

outflow tract (LVOT) cross-sectional area and the Doppler flow envelope recorded at the

LVOT [105]. The average stroke volume was derived from three cardiac cycles. Additionally,

the Finapres was calibrated using resting blood pressure measurements from the arm, taken

while participants were lying down.

In-ear audio data was collected with a sampling rate of 44 kHz, while Finapres data was

recorded on a beat-by-beat basis. The data streams were synchronised using timestamps

recorded on both devices.

5.4.2 Study population

Table 5.4.1 provides the demographics for the study population of 23 participants, consisting

of 13 men and 10 women across a range of ages, weights and heights. Specifically, participants’

ages ranged from 21 to 58 years, and their body mass indexes (BMI) spanned from 19

to 42, covering the range of normal to obese. This variation highlights the high level of

demographic diversity within the cohort.

In addition to demographic diversity, participants with varying fitness levels were recruited
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Table 5.4.1: Participant Demographics

Demographic Mean Min Max SD

Age 32 21 58 11
Weight (kg) 76 55 113 15
Height (cm) 176 158 194 9

Body mass index 25 19 42 5
Heart rate (BPM) 69 46 108 9
Stroke volume (ml) 79 45 118 15
Cardiac output (l) 5.41 2.97 11.06 1.09

to ensure a broad distribution of stroke volumes. The group included individuals with

diverse exercise habits, from those who rarely exercise to those who work out daily, as

illustrated in Figure 5.4.1(a). The relationship between average stroke volume and exercise

frequency for the participants is summarised in Figure 5.4.1(b). Generally, the median stroke

volume increases with increasing exercise frequency, though there is a greater variation in

stroke volumes among those exercising 3-4 times per week compared to other frequencies.

This variation may be due to the different types of exercise, as endurance exercises can

affect cardiac response differently than high-intensity exercises.

Figure 5.4.2 provides the distribution of beat-by-beat stroke volume data collected in the

study. A slight right shift is noticeable in the post-exercise data compared to pre-exercise,

indicating a higher number of individual heartbeats with larger stroke volumes. On average,

the mean stroke volume before exercise is 77±13mL, while after exercise, it increased

slightly to 79±14mL. Comparing the average stroke volume per user before and after

exercise, using a Wilcoxon signed-rank test, the difference is statistically significant with

p < 0.05.

5.5 Evaluation

In this section, we present the results of stroke volume estimation using in-ear audio.

5.5.1 Metrics

We evaluate system performance using the MAE between the ground truth stroke volume

and the calculated stroke volume, and the MAPE between the two. We also assess

performance using a Bland-Altman plot, as described in Chapter 3. In addition, we evaluate
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Figure 5.4.1: Overview of the impact of exercise on the participants’ average stroke volume.
(a) Breakdown of the exercise frequency of the surveyed participants. (b) Comparison of
average stroke volume per exercise frequency.

the correlation between the two measurements using Pearson’s correlation analysis, and

the level of agreement using the R2 score (the coefficient of determination). Finally, we

assess whether the errors are clinically acceptable by computing the percentage error (PE)

which is defined as 1.96 times the standard deviation of the bias from the Bland-Altman

plot, divided by the average ground truth stroke volume [104, 187]. For a stroke volume

measurement device to be accurate, it must have a PE of less than 30% [13,104,187].

5.5.2 Overall stroke volume prediction

Overall, our system can predict stroke volume from in-ear audio signals for unseen subjects

with a MAE of 5.24ml, and a MAPE of 6.83%. Figure 5.5.1 provides the scatter plot of

the stroke volume predictions per subject including the identity line (the ideal line where

predictions are equal to the ground truth). This plot examines the average stroke volume

per subject over the entire experimental protocol. The calculated stroke volume is correlated

with the ground truth stroke volume with a Pearson’s correlation coefficient (r) of 0.94

(p<0.001), indicating a very high agreement between the predictions and the ground truth.

The R2 score of 0.88 indicates that 88% of the variance in the ground truth stroke volume is

explained by the predictions, demonstrating a close alignment between the predictions and

the true values. From Figure 5.5.1, it is evident that, generally, stroke volume estimations

in the centre of the range are highly accurate. Towards the ends of the range, there is

more variability with a sight tendency to underestimate stroke volume. Nonetheless, the

system predicts average stroke volume, even for new users, with excellent agreement with
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Figure 5.4.2: Distribution of beat-by-beat stroke volumes in the collected data before and
after exercise.

the ground truth as indicated by both the low error and the high correlation coefficient.

The overall PE is 11.05%, which is well below the 30% PE deemed acceptable for a new stroke

volume measurement device by Critchley and Critchley [200], highlighting the potential

of our solution. To further contextualise this result, we compare our performance with

the reported results of other wearable devices used in literature in Table 5.5.1. It is clear

that our system outperforms all prior works, with significantly lower PE, while additionally

using only commodity sensors that are readily available in commercial devices.

Table 5.5.1: Performance comparison between our system and wearable-based systems
reported in the literature.

Author Modality Percentage Error (%)

Ours Earable 11.05
Ganti et al. [13] Chest patch with a single-lead

electrocardiogram and a triaxial
accelerometer

28

Dvir et al. [14] Chest patch with PPG sensor 25.6
Yadzi et al. [104] Custom sensor embedded scale 36.73
Wang et al. [15] Finger-based PPG 16.2

While the current error rate is acceptable and outperforms the literature, it also highlights

a limitation of our work. Despite the dataset covering a wide range of stroke volumes,

the overall standard deviation is only 15ml. For comparison, a previous study involving

1450 individuals reported a standard deviation of 18ml [201], indicating that our dataset
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Figure 5.5.1: Scatter plot comparing the overall calculated stroke volume (SVpred) and
the ground truth stroke volume (SVGT ) per user. The Pearson correlation coefficient r
quantifies the quality of correlation.

reflects similar variability to that seen in a larger population. However, from a processing

standpoint, a narrower standard deviation means less variability in the dataset, which

may limit the model’s ability to generalise to stroke volumes further from the mean. This

challenge is compounded by the diversity in the in-ear audio features, making it more

difficult to accurately predict stroke volumes at the extremes of the range. This trend

is evident in Figure 5.5.1, where the smallest estimation errors are found for users with

stroke volumes near the dataset average, while errors tend to increase slightly towards the

lower and upper ends of the range. Nonetheless, the results demonstrate that our system,

utilising self-supervised learning, is robust and effective overall.

To further improve the system’s generalisability, future work should focus on expanding the

dataset to include a wider distribution of stroke volumes, ages, ethnic groups, and fitness

levels, to enhance the model’s ability to generalise and minimise the risk of bias. Future

work should also focus on collecting data under exercise to fully assess the ability of the

system to predict altered stroke volumes that are different from the baseline. Importantly,

this expanded dataset will be integrated into our current framework without the need for

changes to the already highly effective modelling technique.

5.5.3 Sensitivity to change in exercise condition

Our experimental protocol involves recording data in a baseline resting state (pre-exercise),

and then in a post-exercise state to assess the body’s response to exercise. The exercise
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condition, which occurs between these two assessments, involves isometric exercise designed

to produce cardiovascular stress which alters stroke volume. Clinically, assessing stroke

volume before and after exercise is crucial for evaluating a patient’s cardiovascular health

and response to exercise. Therefore, it is important to determine whether the system can

accurately predict both the changes in stroke volume due to exercise, and the resting, stable

state, where significant variations in stroke volume are unlikely.

Figure 5.5.2 provides a scatter plot of the stroke volume predictions per user per condition.

The overall correlation between the ground truth stroke volume and calculated stroke

volume of the pre-exercise and post-exercise conditions is 0.93 (p<0.001) with an R2 score

of 0.87, similar to that of the overall predictions. From the Bland-Altman analysis in

Figure 5.5.3, we achieve a bias of -0.69mL and limits of agreement of -10.02mL to 8.63mL

in the combined condition. The very low bias and narrow limits of agreement (which contain

most of the data points) again indicate a strong agreement between the predictions and the

measurements. However, the negative bias shows a slight tendency to underestimate, as

was observed in Figure 5.5.1. There is no evidence of a difference in pattern between the

pre and post-exercise conditions which suggests that the model’s performance is consistent

across the two conditions. From the plot, we compute the overall PE as 11.97%, again

lower than 30%.
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Figure 5.5.2: Relationship between the calculated stroke volume and the ground truth
stroke volume for the two exercise conditions: before exercise (green circles) and after
exercise (blue triangles).

Separating the pre and post-exercise conditions, a correlation of 0.94 (p<0.001) before

exercise, and 0.93 (p<0.001) after exercise is achieved. Likewise, before exercise, there
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Figure 5.5.3: Bland-Altman plot showing the agreement between the calculated and ground
truth stroke volumes. Markers correspond to the two exercise conditions: before exercise
(green circles) and after exercise (blue triangles).

is a bias of -0.02mL and limits of agreement of -9.35mL to 9.31mL, while after exercise,

the bias is -1.37mL and limits of agreement are -10.50mL to 7.77mL. This shows that

the system underestimates more in the post-exercise condition where stroke volumes are

elevated. However, this tendency is minor and can be overcome in future by collecting

more data with elevated stroke volumes by including longer exercise durations. From the

bias and limits of agreement, our system achieves a PE of 12.06% and 11.65% for the pre

and post-exercise conditions respectively. The system achieves a MAE (MAPE) of 5.27mL

(6.81%) and 5.21mL (6.85%) before and after exercise respectively. The similarity in errors

demonstrates the system’s ability to accurately predict stroke volume under both altered

conditions post-exercise and in resting conditions, proving the system’s generalisability in

predicting a range of stroke volume responses.

Moreover, the estimation error per participant for the pre and post-exercise conditions is

provided in Figure 5.5.4. Overall, only two participants (2 and 21) have a MAPE of over

10%, highlighting the generalisability of our system. If we separate the two conditions,

most users have a MAPE of less than 10%, showing that predictions are accurate for

both conditions. However, for four participants, errors of over 10% are seen for one or

both conditions. For participant 2, the high MAPE is due to a slight under-prediction of

the post-exercise condition, which manifests as a large error due to the low ground truth

value. Likewise, for participant 9, the pre-exercise stroke volume is accurately predicted

but underestimated after exercise. In participant 13, the pre-exercise stroke volume is
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over-estimated. Participant 21 has the highest overall error of all participants with errors of

above 10% in both the pre and post-exercise conditions. This is due to the participant having

a low ground truth stroke volume which is over-estimated leading to a larger percentage

error. This again highlights the large inter-participant variability in in-ear audio signals,

which we expect will be mitigated by collecting data from more participants. Regardless,

the performance is excellent for the majority of users.
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Figure 5.5.4: Per-participant estimation MAPE for the two conditions.

5.5.4 Stroke volume estimation using demographics and audio

features

Height, weight, body surface area and body mass index have been proven to be moderately

correlated with stroke volume [202,203]. To validate the strength of our technique, we ran

a study to predict the average stroke volume per user using only their demographics (age,

weight, height, and sex). Using a support vector regressor with demographics as features,

stroke volume can be estimated with a MAE of 11.24mL (15% error), with a correlation of

0.40 (p=0.44). Thus, although there is a moderate correlation between the predictions and

the labels, it is not statistically significant, indicating no evidence of a linear relationship

between the two. Consequently, demographics alone cannot be used to estimate stroke

volume.

Heart rate also has been shown to have a high feature importance for stroke volume

predictions [13]. As such, we use average heart rate to predict average stroke volume,

achieving a MAE of 10.72mL with an error of 14% (r=0.2, not statistically significant),
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showing that heart rate is slightly more predictive of stroke volume than demographics, yet

both achieve poor performance.

We further attempted to predict stroke volume within 10s windows using the features

extracted in Figure 5.2.2 combined with the demographics. We compute the average

predicted stroke volume and compare it to the average ground truth stroke volume. Using

the best-performing regressor (the support vector regressor with radial basis function kernel),

we achieve similar results with a MAE of 11.82mL (15% error). Thus, this study confirms

that feature extraction alone cannot achieve generalisable results on unseen users, and

confirms the need for a more sophisticated system, as implemented in this work.

5.5.5 Stroke volume estimation without using self-supervised

pre-training

In this section, we evaluate the importance of our pre-training technique. Using the

weights obtained by training AudioMAE on Audioset (as described in Section 5.3.3), we

train the model for each user as in Section 5.3.4 and evaluate performance without self-

supervised pre-training. Without pre-training, the model achieves a MAE of 9.72mL with

a MAPE of 13.01%, a Pearson correlation of 0.77 and a PE of 29.18%. In contrast, by

incorporating self-supervised pre-training, we observe a significant performance improvement

of 48%, demonstrating that the pre-training technique has effectively enhanced the model’s

generalisability.

5.6 Conclusion

This chapter presented CardiAural, the first earable-based system for stroke volume esti-

mation. CardiAural uses a generative self-supervised learning framework with a masked

autoencoder architecture and transfer learning to predict average stroke volume before

and after isometric exercise. We collected a dataset from 23 participants using our earable

prototype with a clinically validated stroke volume estimation device as ground truth. Our

results show that we achieve percentage errors within the acceptable range for a new stroke

volume measurement device with very good agreement between stroke volume predictions

and ground truth labels. Our excellent performance demonstrates, for the first time, the

feasibility of stroke volume monitoring using commodity in-ear microphones commonly

found in earables.
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Conclusions and Discussion

In this thesis, we have presented a body of work exploring the use of in-ear audio from

earables for physiological monitoring. Through this work, we address fundamental challenges

in earable research for physiological monitoring: (i) overcoming the low signal-to-noise ratio

of biosignals and their susceptibility to motion artefacts to derive meaningful measurements

from low-quality data, (ii) developing effective and efficient processing pipelines with

low latency and power consumption, and (iii) creating models that can generalise to

different signal properties and users despite limited sized datasets. Ultimately, this thesis

demonstrates how the unique properties of in-ear audio, combined with novel processing

pipelines, can enable the monitoring of various critical physiological parameters such as

heart rate, respiratory rate, and stroke volume. In this concluding chapter, we briefly

summarise our key contributions to answer the research questions presented in Chapter 1.

We then discuss the limitations of this research and propose future research directions

beyond this thesis.

6.1 Summary of Contributions

6.1.1 Motion-resilient heart rate monitoring

In Chapter 3, we explored the use of in-ear audio for heart rate monitoring in both sedentary

and active conditions. We performed an analysis of the interference caused by full-body

motion and found that it creates significant motion artefacts that overlap in frequency

with both heart sounds and heart rate. To address this challenge, we presented a deep
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learning-based denoising pipeline for heart rate estimation, using transfer learning with a

U-Net model to denoise and enhance heart sounds in in-ear audio using ECG as a reference.

After a comprehensive data collection and analysis, we demonstrated that our system could

predict heart rate with errors of less than 10% while users were sedentary, walking and

running. We proved that our system achieves accurate results in both indoor and outdoor

environments, while listening to music, and longitudinally. These results indicate that

commodity earbuds equipped with in-ear microphones can be used to accurately estimate

heart rate across a range of real-world settings, highlighting the potential of earable devices

for heart rate monitoring.

6.1.2 Robust respiratory rate monitoring

In Chapter 4, we investigated the feasibility of using in-ear audio to measure respiratory

rate, even in the absence of audible breathing sounds, under both sedentary and active

conditions. We performed an analysis of the common sensors on earables for respiratory

rate sensing and showed that none of the sensors can directly detect breathing sounds or

breathing motions under all conditions. However, we showed that the in-ear microphone is

the best suited for respiratory rate sensing due to its ability to capture both heart sounds

and footstep sounds. We proposed a processing pipeline that leverages heart and footstep

sounds to indirectly estimate respiratory rate using physiological couplings, specifically

Respiratory Sinus Arrhythmia and Locomotor Respiratory Coupling. Our system consists

of two parallel signal-processing pipelines depending on the user’s activity level: while

sedentary, respiratory rate is extracted from heart rate variability signals, and when active,

respiratory rate is extracted from audio features related to respiration and stride frequency.

We showed that this approach can reliably and accurately estimate respiratory rate across

various daily life activities and conditions, outperforming existing methods for respiratory

rate monitoring on wearable devices. Thus, we demonstrated the feasibility of using a single

sensor on a commodity wearable device for robust respiratory rate monitoring.

6.1.3 Stroke volume monitoring

In Chapter 5, we examined the possibility of measuring stroke volume using in-ear audio,

thus extending our work to a vital sign typically only measured in clinical settings. We

investigated the relationship between common audio features and demographic factors

with stroke volume, finding weak correlations that were not generalisable to diverse signal
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properties across participants. To overcome this, we proposed a pipeline that leverages

generative self-supervised learning using a masked autoencoder with transfer learning to

predict average stroke volume before and after isometric exercise. Our approach involved

pre-training the model on a dataset of unlabelled in-ear audio, allowing it to learn the

characteristic features of the audio. We then fine-tuned the model on a specialised, labelled

dataset to predict stroke volume. Our results showed that stroke volume can be accurately

estimated from in-ear audio under both pre and post-exercise conditions, paving the way to

unlocking widespread monitoring of cardiovascular health and fitness.

6.2 Limitations and Future Research Directions

The work presented in this thesis has promising implications for the mobile computing

community and beyond. Researchers can build upon our methods and ideas to further

develop scalable, generalisable and robust sensing systems. From a commercial perspective,

engineers could embed our pipelines and models into existing noise-cancelling earbuds

and hearing aids, creating the next generation of smart wearables with embedded sensing

capabilities from the ear. This would allow consumers to better track their fitness, health

and wellbeing. Additionally, medical practitioners could use our systems to longitudinally

monitor patients outside of clinical settings, providing health data from settings which

are more representative of their everyday lives. The ability of individuals and doctors to

monitor health continuously could not only impact personal lifestyles but also influence and

inform public health policies. However, all research has limitations and it is essential to

uncover these so that future work can be done to improve upon them. In the remainder of

this section, we will examine the limitations of the presented work and potential solutions

for future development.

6.2.1 Dataset size

One of the main limitations of the work discussed is the small size of the collected datasets.

While our systems performed well on these datasets, larger datasets are needed to verify

their effectiveness at scale and across more diverse demographics. Moreover, larger datasets

are expected to produce better results, as they more accurately represent the underlying

data distribution, thereby improving the ability of the models and systems to generalise.

However, collecting large datasets presents a significant challenge in earable research. Firstly,

there is a lack of commercial earable devices that provide access to APIs for onboard sensors,
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specifically inward-facing microphones. As a result, we had to develop a custom earable

prototype for our data collections. This meant that devices could not be used in the

wild or without investigators present, thus limiting the amount of data that could be

collected. Additionally, custom hardware is fragile and prone to breakage, resulting in

data corruption and sometimes poor data quality. Over the course of the three studies

in this thesis, many participants’ data had to be discarded due to these issues. Secondly,

since data collection sessions had to be conducted under controlled conditions, the sessions

were time-consuming and required participants to travel to the investigators. This limits

the number of participants that can be recruited and as a result, the dataset size. A

further limitation of the presented work is the limited set of activities used to evaluate the

algorithms. Although effort was taken to collect data from a large number of activities,

these activities are not exhaustive, and thus the results presented in Chapters 3 and 4 are

not indicative of true in-the-wild performance.

For future work, efforts should be taken to collect data from a wider number of participants

over longer periods. These collections should also take place in the wild, where a participant

is given a ground truth device and an earable which they wear as they go about their daily

activities. This will enable better generalisation of the systems to varying activities, degrees

of motion artefacts and ambient conditions, and also minimise the risk of model bias. It

is also critical to expand upon the demographics represented in the datasets to better

represent a range of ages, genders and ethnic groups. Further, for all work in this thesis,

but particularly for the work presented in Chapter 5, it would be valuable to collect data

from participants with health conditions, particularly those related to the cardiovascular

system.

6.2.2 Earable fit and seal quality

Throughout the works explored in this dissertation, earable fit is a recurring limitation.

Due to our reliance on the occlusion effect, achieving a good seal is essential for capturing

high-quality data. In cases where a proper seal was not obtained, the data from some users

had to be excluded because the signal was of poor quality and thus unusable. To address

this, future systems should implement an automated test of seal quality that informs users

to try a different-sized ear tip or adjust the earbud for a better fit when poor quality

signals are encountered. This can be achieved using the technique in [204], which measures

the reduction in amplitude of predefined frequencies to determine whether the earbud is
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properly sealed against external noise. Alternatively, techniques for amplifying weak signals

in the presence of partial occlusion should be explored.

6.2.3 Personalisation

An additional aspect left unexplored is whether personalisation can help improve the

estimation of physiological parameters. In this scheme, models could be fine-tuned using

data from individual users to improve estimation performance. Due to the variations in

in-ear heart sounds across the population, we expect that training the model using some of

the user’s own data would improve prediction accuracy, particularly for users whose data

significantly differs from that of the average population. However, this approach introduces

an additional challenge of how to collect labels for this data. One potential solution is the

use of weak labels, such as heart rate data from another device (e.g., a smartwatch) to

fine-tune the model for denoising and heart rate estimation. For stroke volume estimation,

the label could be obtained from an echocardiogram at an appointment with a physician.

6.2.4 Sensor fusion

In this thesis, we focus exclusively on the in-ear microphone for developing sensing pipelines.

However, commodity earbuds also contain IMUs and outer-ear microphones which could be

used in conjunction with the in-ear microphone to enhance sensing capabilities. For example,

research could be done into denoising in-ear heart signals under motion using the IMU

which accurately captures movement. Additionally, the out-ear microphone could provide

context about a user’s environment, while the IMU could determine the user’s activity

level to select the appropriate processing pipeline: for example, HRV while stationary, or

motion-resilient heart rate during activity.

6.2.5 Looking forward on earables for health and wellbeing

Ultimately, in this thesis, we aimed to develop techniques for monitoring various aspects

of human health and wellbeing using commodity earbuds. While we have proven, for the

first time, that heart rate, respiratory rate, and stroke volume can be accurately monitored

using in-ear microphones, more work is needed to transfer these systems from controlled

settings to real-world environments. Due to the limitations of existing devices, we were

unable to deploy our systems onto commercial devices to assess their real-world feasibility,

thus limiting the practical impact of our research. Future efforts should focus on real-world
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deployment to achieve the overall goal of monitoring human physiology with earables in

the wild.

This work also opens up the possibility of monitoring many other aspects of human health

and wellbeing using earables. Accurate heart rate monitoring leads to the question of

whether HRV can be monitored under motion. The ability to detect heart sounds through

the ear suggests that earables could potentially be used to detect heart murmurs or other

cardiac abnormalities. Given the close link between the ears and the respiratory system,

future research could also explore the possibility of detecting respiratory illnesses, such as

tuberculosis, using earables.

Finally, earbuds offer unique opportunities for sensing and user interaction since they can

simultaneously sense and provide audio-based interventions to the user. Future efforts

should focus on developing end-to-end systems that not only sense physiological phenomena

but also provide feedback to inform behavioural change to help users improve their health

and fitness.

It is often said that the eyes are the window to the soul. I believe that the ears are the

windows to the body, and I look forward to seeing what new aspects of health and physiology

can be unlocked using earables in the years to come.
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Appendix A

Hardware Design

To overcome the lack of API access to internally facing microphones on commercial earables,

we designed a custom earable prototype which was used for all the data collection exercises

described in this thesis. In this section, we detail the design of the earable hardware.

A.1 Ear-hook

Using CAD software, we designed an earhook which housed the internally facing microphone

and the speaker. The shape of the earhook, which can be seen in Figure 3.4.1, was based on

the design of Röddiger et al. [205]. In component (d) of Figure 3.4.1 (the 3D printed front

cap), we adhered a Knowles SPU1410LR5H-QB microphone with the diaphragm facing

towards the ear tip using superglue. We then glued a speaker (a standard true wireless

stereo 8mm, 16 Ohm earbud speaker) behind the microphone in the same manner. The

wiring from the two components was soldered into a female RJ45 connector for ease of

connecting the earbuds to the Raspberry Pi board. We plugged a lightweight ethernet cable

into the connector. The left and right ear-hooks are mirror images of one another. The

circuit diagrams of the microphone and speaker connections are provided in Figure A.2.1.

A.2 Custom PCB

We designed a custom PCB to interface between the earbuds and the Raspberry Pi audio

codec. Figure A.2.1 provides the circuit layout of this board, and the PCB layout is shown

in Figure A.2.2. The PCB contains two female RJ45 connectors that interface with the
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Chapter A. Hardware Design

Figure A.2.1: Circuit diagram of the custom earbud.

earbuds’ ethernet cables. The PCB also contains one MCP6004 non-inverting operational

amplifier per channel (earbud). These amplifiers are controlled by potentiometers, allowing

for adjustable gain if required. The gain value was set to unity for all data collection

exercises. The PCB was designed to interface with the HiFiBerry DAC+ ADC pro audio

codec and so relays the amplified microphone signals to the analog inputs of the codec.

A.3 Data sampling

The data was sampled using a Python script on a Raspberry Pi 4. With this script, the

sampling rate could easily be adjusted to fit the application and data was written directly

onto the Raspberry Pi 4. Data was transferred from the device onto the local computer

using SCP, and processing was done offline unless specified otherwise.

During the data collection exercise, the investigator accessed the Raspberry Pi using SSH

and ran the script to record from the microphones remotely.

A.4 Wearing the device

As shown in Figure 3.4.1(b), the earable was powered by a portable power bank and all

circuitry was placed into a chest strap to maintain freedom of movement of the participant.
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A.4. Wearing the device

Figure A.2.2: PCB layout of the custom board used to interface the earbuds with the
Raspberry Pi

During walking and running, we secured the chest bag to the participant using a velcro

strap to prevent it from bouncing while undergoing motion, thus limiting motion artefacts

in the signal caused by the movement of the wires.

Participants were asked to insert the earbuds into their ears and adjust the earbuds until a

tight seal was created. The quality of the signal was visually assessed by the investigator

before beginning the data collection exercise. To prevent the earbuds from falling out of

the participants’ ears, a sports headband was placed over the earbuds. The use of the chest

bag and headband were necessary due to the research-grade earbud prototype, but would

not be required if the algorithms were integrated into commercial devices.
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