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Abstract

Vector Space Models of Distributional Semantics — or Embeddings — serve as useful sta-
tistical models of word meanings, which can be applied as proxies to learn about human
concepts. One of their main benefits is that not only textual, but a wide range of data
types can be mapped to a space, where they are comparable or can be fused together.

Multi-modal semantics aims to enhance Embeddings with perceptual input, based on
the assumption that the representation of meaning in humans is grounded in sensory
experience. Most multi-modal research focuses on downstream tasks, involving direct
visual input, such as Visual Question Answering. Fewer papers have exploited visual
information for meaning representations when the evaluation tasks involve no direct visual
iput, such as semantic similarity. When such research has been undertaken, the results
on the impact of visual information have been often inconsistent, due to the lack of
comparison and the ambiguity of intrinsic evaluation.

Does visual data bolster performance on non-visual tasks? If it does, is this only
because we add more data or does it convey complementary quality information compared
to a higher quantity of text? Can we achieve comparable performance using small-data if
it comes from the right data distribution? Is the modality, the size or the distributional
properties of the data that matters? Evaluating on downstream or similarity-type tasks
is a good start to compare models and data sources. However, if we want to resolve the
ambiguity of intrinsic evaluations and the spurious correlations of downstream results,
creating more transparent and human interpretable models is necessary.

This thesis proposes diverse studies to scrutinize the inner “cognitive models” of Em-
beddings, trained on various data sources and modalities. Our contribution is threefold.
Firstly, we present comprehensive analyses of how various visual and linguistic models be-
have in semantic similarity and brain imaging evaluation tasks. We analyse the effect of
various image sources on the performance of semantic models, as well as the impact of the
quantity of images in visual and multi-modal models. Secondly, we introduce a new type
of modality: a visually structured, text based semantic representation, lying in-between
visual and linguistic modalities. We show that this type of embedding can serve as an
efficient modality when combined with low resource text data. Thirdly, we propose and
present proof-of-concept studies of a transparent, interpretable semantic space analysis
framework.
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Chapter 1

Introduction

The anatomy of human language has long intrigued researchers. In the late twentieth
century, Information Technology introduced new, ever improving computational tools
which opened a wide range of opportunities to perform empirical investigations on the
written and spoken (recorded) realisations of language. This technology gave birth to
new fields such as Computational Linguistics and Natural Language Processing (NLP).
Data driven analysis of language provided another boost to NLP after the deep learning
revolution (or renaissance) in the first half of the 2010s.

The motivations for creating computational models for language are, however, very
much varied across communities. Probably, the most dominant branch of research is
driven by more — what we may call — engineering incentives, and stands by the mission
of creating human level language understanding and generating systems. This area has
become even more prominent since Machine Learning (ML) — and NLP in particular — has
weaved itself into a rapidly developing commercial market. ML and NLP have become
ubiquitous in our everyday lives in domains ranging from criminal justice and public policy
to healthcare and education [Kaur et al., 2020].

The other — less prominent — direction concerns itself with employing technological
tools in order to empirically test research hypotheses about language and cognition or
social phenomena. Here, computational models are rather the means than an end, which
can generate more knowledge using large scale statistical analysis. This area involves sub-
fields which can be labelled as Computational Linguistics or Computational Sociology.

The two approaches can differ on the level of applied models as well, which are partially
derived from the purpose of investigation. Applied NLP involves more end-to-end models
trained for tasks which are close to end-user applications, such as Question Answering, or
dialogue systems. More theoretic work often focus on models which are more interpretable
and evaluations which are more intrinsic, such as semantic similarity or predicting concept
representations in the brain. Machine Learning practitioners cannot debug their models
if they do not understand their behaviour [Kaur et al., 2020]. Thus, this type of analytic
research can also serve as an important component of a checks as balances system of
commercial NLP.

The topic of this thesis is related to the aims of the latter area. We concentrate on word
semantic models. Even though words primarily acquire their meaning within context and
use, thinking in concepts and categories is a basic human strategy by which to operate
[Bowker and Star, 2000]. Semantic models of words — and vector space models in particular
— provide a compelling instrument for statistical analysis of concepts, realised in language.
Therefore, investigations on lexical semantics can be useful for other interdisciplinary
research, such as Computational Sociology.

Here, we are concerned with analysing the behaviour as well as the internal “cognitive
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model” of semantic representations with a focus on multi-modal input. Symbol grounding
[Harnad, 1990] or the hypothesis that human semantic representation depends on sensori-
motor experience, has been given much attention in the past decades. Dual coding theory
[Bucci, 1985], the idea in cognitive science that meaning might be represented in the
human brain in multiple modalities has inspired much research in NLP and Computational
Linguistics.

Most multi-modal research focus on engineering type of evaluation tasks (and therefore
models which perform well on them) which involve direct visual input, such as Visual
Question Answering (VQA) [Antol et al., 2015, Srivastava and Salakhutdinov, 2012, Kiros
et al., 2014, Socher et al., 2014, Tsai et al., 2019, Lu et al., 2019, Su et al., 2019, Majumdar
et al., 2020]. They are usually referential type tasks, in which case the usefulness of visual
input is not surprising. Moreover, evaluating solely on downstream tasks is prone to
exhibit spurious correlations.

Unlike most studies, this work investigates visual information’s contribution to se-
mantic meaning representations when the evaluation tasks involve no direct visual input.
Instead of evaluating on referential type tasks like VQA, we are interested in the impact of
visual information in higher level word and concept representations. A minority of papers
have exploited visual information for meaning representations when the evaluation tasks
involve no direct visual input, such as semantic similarity [Bruni et al., 2014, Kiela and
Bottou, 2014, Kiela et al., 2016, Lazaridou et al., 2015, Davis et al., 2019, Lin and Parikh,
2015, Vendrov et al., 2015].

There are three main issues in the literature, which we are addressing in this thesis.

Problems of Intrinsic Analyses As a start, we focus on two types of intrinsic eval-
uation: human judgement based semantic tasks and brain activity prediction. The type
of evaluation the community uses has an effect on the model selection process, hence
the questions we ask will influence the future direction of model development as well.
Working on intrinsic evaluations, such as semantic similarity can positively contribute to
both basic research questions about linguistic phenomena as well as developing higher
quality end-user applications, by recognising potential pitfalls. However, due to the am-
biguous notion of similarity and the low inter-annotator agreement, it is difficult to draw
robust conclusions on the differences between models based on solely this type of eval-
uation [Batchkarov et al., 2016]. To overcome this problem our first key contribution is
a comprehensive analysis of multi-modal models. We perform large scale evaluations on
different data sources, model architectures and modalities.

Efficiency of Models and Data Most multi-modal models require huge image and
text training datasets. Our second key contribution is the proposal and analysis of a
new type of hybrid modality based on small, structured data, lying in-between visual and
linguistic modalities.

Lack of Model Transparency A further crucial issue with embeddings (and recent
ML models in general) is that the learnt representations are not interpretable for humans.
Thus, we are prone to overlook spurious correlations, or data and model biases [Kaur
et al., 2020, Hooker, 2021, Bender et al., 2021]. To mitigate this problem, the third main
proposal of this work is a framework of transparent and interpretable analyses of semantic
space representations. Interpretability has gained traction in Al in the past few years not
just for downstream performance but also for Al Safety and Fairness reasons [Barocas
et al., 2019, Bender et al., 2021, Kaur et al., 2020]. We introduce various quantitative
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and qualitative analyses to understand how our models conceptualise the “world”, which
depends on model architecture, data source and modality.

To address the above problems, we propose, and present proof-of-concept studies of a
three-pillar analysis framework of multi-modal embeddings:

1. Black-Box Performance testing — How representations of different modalities
perform on intrinsic evaluation tasks? We extended previous work with the fol-
lowing;:

(a) Comprehensive analysis of models across data sources, machine learning mod-
els and modalities,

(b) New modality based on small data, lying in-between low level visual information
and high level linguistic / symbolic data, and

(¢c) Efficiency analyses, controlling for data size, data distribution and model size.

2. Transparency testing — Qualitative / Quantitative structural analysis:
How representations of different modalities differ? An analysis of concept structures
captured by modalities.

3. Transparency testing — Independence analysis: An information-theory based
analysis to measure how much representations differ?

This thesis was inspired by a series of previous work. They are detailed in Chapter 2
where we introduce the background. To highlight a few influential related work: Kiela
et al. in [Kiela et al., 2014] introduced enlightening analyses of multi-modal embeddings.
They showcased how image dispersion affects multi-modal embedding performance, and
how word concreteness is a relevant factor. Our methodology of structural embedding
analysis was partially inspired by [Minnema and Herbelot, 2019] who used various met-
rics to measure the similarity between a linguistic embedding space and a brain image
embeddings space. Our theoretical semantic embedding framework generalises Katrin
Erk’s definition of distributional models [Erk, 2016]. Our information-theoretical frame-
work and experiments were supported by the work of Zoltan Szabé [Szabd, 2014], who
kindly offered consulting on the theoretical background.

Understanding how machine learning models “understand” concepts is a crucial step
towards managing model and data bias, which impacts billions of users on a daily basis
who interact with Al models on social media platforms, jurisdiction or health care prac-
tices. We hope that our methodology for analysing model conceptualisation will inspire
other researchers to release more interpretable model analyses, therefore contributing to
safer and fairer Al system development.

1.1 Key Contributions

The contributions of this thesis can be summarised in three key points:

[. A comprehensive analysis of multi-modal models — involving visual and lin-
guistic data — across data sources, model architectures and modalities.

II. Introduction and analysis of a new type of modality: a visually structured, text
based semantic representation, lying in-between visual and linguistic modalities.

IIT. Proposing and presenting proof-of-concept studies of a transparent, interpretable
semantic space analysis framework.
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The course of this research and the design of the experiments were led by the pursuit
for answering the following questions:

1. How does the source of images affect the performance of multi-modal semantic
representations?

2. Does the number of images have an impact on performance?

3. Do previous findings on complementary visual information scale to different types
and sizes of linguistic corpora?

4. Does visual data bolster performance only because we add more data or does it
convey complementary quality information compared to a higher quantity of text?

(a) Can we achieve comparable performance using small-data if it comes from the
right data distribution?

5. Can we move beyond performance evaluation? Are there any emergent concepts
in embeddings? Can we quantify the difference between the concept structures of
semantic spaces?

6. Can we quantify the difference between semantic spaces, based on the useful infor-
mation they contribute to the meaning representation?

1.2 Thesis Outline

Chapter 2 gives an overview of the background and literature in Distributional Semantics,
Computer Vision and multi-modal semantics, and also introduces our framework of trans-
parency analysis. Details and discussion of the data sources and evaluation methodology
are presented in Chapter 3.

Chapters 4, 5 and 6 involve implementation details and results of experiments, designed
to answer the research questions from Section 1.1. Chapters 4 and 5 implement our first
and second key contributions I. comprehensive analysis of multi-modal models and
IT. introduction and analysis of a new type of modality. The experiments focus on
Questions 1, 2 and 3. Section 4.1 addresses Questions 1 and 2, evaluating different
visual data sources for semantics, in terms of the impact of image quantity and quality.
Section 4.2 introduces a novel structured embedding as a new modality. In Section 4.3
a broader study is presented which, tacking Question 3, aims to perform a wide range
of evaluations across several different visual, linguistic and multi-modal models. As an
outlook over the application of word embedding initialisations we investigate a textual
entailment task in Section 4.4. Chapter 5 provides a more in-depth investigation of the
effects of data size and frequency distributions in linguistic and multi-modal embeddings
(Questions 4 and 4a).

Finally, in Chapter 6 we implement the third key contribution of this thesis: III. a
transparent, interpretable semantic space analysis. We address Question 5, where we
employ qualitative structural analysis of semantic spaces, and Question 6 by presenting
a method for estimating the information different modalities add to the linguistic repre-
sentations.

A summary, conclusions and ideas for future directions based on this research are
discussed in Chapter 7. Appendices A, B, C, D, E and F contain extra results, which
were omitted from the main text for space and readability considerations.
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1.3 Publications

Content involving thesis material:

e Anita L. Veré and Ann Copestake. Efficient Multi-Modal Embeddings from Struc-
tured Data. arXw preprint arXiv:2110.02577, 2021.

e Douwe Kiela, Anita L. Verd, and Stephen Clark. Comparing Data Sources and
Architectures for Deep Visual Representation Learning in Semantics. In Proceedings
of the Conference on Empirical Methods in Natural Language Processing (EMNLP-
16), 2016.

Thesis-related content:

e Christopher Davis, Luana Bulat, Anita L. Verd, and Ekaterina Shutova. Decon-
structing multimodality: visual properties and visual context in human semantic
processing. In Proceedings of the Eighth Joint Conference on Lexical and Computa-
tional Semantics (* SEM 2019), pages 118-124, 2019.

e Christopher Davis, Luana Bulat, Anita L. Veré and Ekaterina Shutova. Modelling
Visual Properties and Visual Context in Multimodal Semantics. In Workshop on
Visually Grounded Interaction and Language, NIPS, Montreal, Canada, 2018.

Not directly thesis-related content:

e Douwe Kiela, Luana Bulat, Anita L. Ver6 and Stephen Clark. Virtual Embodi-
ment: A Scalable Long-Term Strategy for Artificial Intelligence Research. In NIPS
Workshop on Machine Intelligence (MAIN), Barcelona, Spain, 2016.

Software

e EmbEval: The implementation of transparent evaluation methodology and the
majority of experiments are available as an open source software!. This code was
used in Chapters 4, 5 and 6. Details on its usage can be found in the documentation?.

e MMFeat - Flickr API: I implemented a Flickr API and some experiment and
demo code into the MMFeat software®, which is used in Chapter 4.

e Concept Game: A two player, collaborative gamified data collection app® (See
Section 6.2.2.) This code is also publicly available on Github®.

https://github.com/anitavero/embeval
’https://anitavero.github.io/embeval/
3https://github.com/douwekiela/mmfeat
“https://github.com/anitavero/mmfeat/commits?author=anitavero
Shttp://concept-guessing-game.com/
Shttps://github.com/anitavero/concept_game
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Chapter 2

Background and Motivation for
Interpretable Multi-Modal Word
Embedding Analysis

In this chapter we place the thesis into the context of previous work. We explain the
motivation for our intrinsic and information-theory based analyses. Furthermore, we
introduce the framework and notation used throughout the thesis.

2.1 What does Word Meaning Mean, and Why
should We Care?

2.1.1 Philosophical Accounts

Traditionally, word semantics has been discussed in the framework of lexical competence.
According to the externalist view, words have an objective meaning known by a “perfect
competent speaker”, however, people are imperfect speakers, hence the difference between
our levels of understandings [Kripke, 1972, Putnam, 1970]. This has been criticised by
many including Chomsky in 2000 [Chomsky et al., 2000]. The most notable criticism
came from the contextualist and pragamatic point of view. Similarly to Wittgenstein
[Wittgenstein, 1953, p. 20], it identifies meaning with use, and highlights the contextual
nature of word meanings [Grice, 1975, Searle, 1985].

To demonstrate the two opposing positions, take the following example sentence:
“There is milk in the fridge”. According to the contextualists: in the context of morning
breakfast it will be considered true if there is a carton of milk in the fridge and false if
there is a patch of milk on a tray in the fridge, whereas in the context of cleaning up
the kitchen truth conditions are reversed [Gasparri and Marconi, 2021]. The externalist
could object by challenging the contextualist’s intuitions about truth conditions. “There
is milk in the fridge”, she could argue, is true if and only if there is a certain amount (a
few molecules will do'). The contextualist’s reply is that, in fact, neither the speaker nor
the interpreter is aware of such alleged literal content if there is even such a thing.

A cognitive approach characterizes Marconi’s [Marconi, 1997] account of lexical se-
mantic competence. In his view, lexical competence has two aspects: an inferential as-
pect, underlying performances such as semantically based inference and the command

!This example was given in [Gasparri and Marconi, 2021], however, we would point out that there is
no such thing as “milk molecules” [Lucey et al., 2017], which supports scepticism towards an extreme
externalist approach.
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of synonymy, hyponymy and other semantic relations; and a referential aspect, which is
in charge of performances such as naming (e.g., calling a horse “horse”) and application
(e.g., answering the question “Are there any spoons in the drawer?”). According to his
theory of individual competence, communication depends both on the uniformity of cog-
nitive interactions with the external world and on communal norms concerning the use of
language, together with speakers’ deferential attitude toward semantic authorities.

Recanati [Recanati, 2004] has extended the contextualised view with including the
history of a word’s meaning. He says a word has a “semantic potential” defined as the
collection of past uses of a word between source situations (i.e., the circumstances in which
a speaker has used a word) and target situations (i.e., candidate occasions of application
of the word).

2.1.2 (Cognitive) Linguistics and Neuroimaging

At the beginning of the 1970s a new cognitive theory of the mental representation of
categories surfaced [Mervis and Rosch, 1981]. It put forward the notion on prototypes
which revolutionized the existing approaches to category concepts and was a leading force
behind the birth of cognitive linguistics. Later a whole paradigm, called Simulationism
emerged with a series of evidence between mental realisation of concepts and sensory-
motor activation. For example listening to sentences that describe actions performed
with the mouth, hand, or leg activates the visuomotor circuits [Tettamanti et al., 2005];
or odor-related words (“jasmine”, “garlic”, “cinnamon”) differentially activates the pri-
mary olfactory cortex [Gonzélez et al., 2006]. This all lead to theories such as the dual
coding hypothesis, which is in relation to the philosophical problem of symbol grounding,
discussed in detail in Section 2.4.

Distributional Hypothesis According to the summary of [Lenci, 2008], although the
linguistic context appears as one of the ingredients of human conceptualization, the em-
phasis of cognitive semantics is on an intrinsically embodied conceptual representation
of aspects of the world, grounded in action and perception systems. On the other hand,
the Contextual Hypothesis in psychology arguing for a “usage-based” characterization of
semantic representations incited linguistics towards statistical corpus analysis. According
to Lenci, this view is related to Wittgenstein’s claim, i.e. that “the meaning of a word
is its use in the language”. This led to the Distributional Hypothesis (DH) according to
which at least certain aspects of the meaning of lexical expressions depend on the dis-
tributional properties of semantic similarity between two such expressions. Or as Firth
[Firth, 1957] put it, “Words that occur in similar contexts tend to have similar meanings”
[Turney, 2010].

There is an increasing evidence towards the “strong” version of DH which does not
only assumes correlation between semantic content and linguistic distributions. This ver-
sion is a cognitive hypothesis stating that repeated encounters with words in different
linguistic contexts eventually lead to the formation of a contextual representation. That
is an abstract characterization of the most significant contexts with which the word is
used [Lenci, 2008]. Baroni and Lenci found important similarities between distributional
models and human-generated properties but also striking differences [Baroni and Lenci,
2008]. Statistical representations of word meaning has since become a prevalent approach
forming the basis of computational linguistics. [Boleda, 2020] summarised the reasons
behind this in three factors. First, distributional representations are learnt from natural
language data, scaling up to very large vocabularies, thus providing a coherent system
where systematic explorations are possible. Second, recent models involve high dimen-
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stonal representations. Third, they use continuous values and similarity metrics. Both of
the latter allow for rich and nuanced information to be encoded and analysed.

Concepts, words and senses In philosophy, historically there has been many differ-
ent definitions of the term concept [Margolis and Laurence, 2021]. We use an empiricist,
embodied definition which treat concepts as internal human cognitive knowledge represen-
tation, which probably involves multi-modal sensory based representation, as mentioned
earlier. Words are elements of a language with meaning. However, human language is
ambiguous, so many words can be interpreted in multiple ways depending on the context
in which they occur. For instance, consider the following sentences (from [Navigli, 2009]):

(a) I calculated the interest rate.
(b) They have an interest in music.

The occurrences of the word interest in the two sentences clearly denote different mean-
ings: financial earnings and passion, respectively. These different meanings of a word are
called word senses, which are abstractions over word meanings [Lenci, 2008].

Neuroimaging The development of neuroimaging techniques such as PET, fMRI and
ERP has provided further means to adjudicate hypotheses about lexical semantic pro-
cesses in the brain, which has been studied in relation to statistical semantic models,
e.g. [Mitchell et al., 2008, Pereira et al., 2018, Handjaras et al., 2016]. Mitchell et al.
found correlation between distributional models of word meanings and brain imaging rep-
resentations in human participants [Mitchell et al., 2008]. Handjaras et al. found that
conceptual knowledge in the human brain relies on a distributed, modality-independent
cortical representation that integrates the partial category and modality specific informa-
tion retained at a regional level [Handjaras et al., 2016]. This thesis also complements
standard semantic evaluations with tests on neuroimaging datasets, introduced in Sec-
tion 3.2.2.

Introducing Model-Concepts In this thesis — similarly to Lenci and Boleda — we
treat distributional semantic models of word meaning as a proxy to empirically investigate
“aggregated meanings”, which is not the semantic model of any particular individual (and
most likely not even a particular society’s). Since human concept representations seem
at least partially perceptual, we focus on multi-modal distributional models involving
visual perceptual data. We start from statistical models of word meaning, but we proceed
towards more in-depth model interpretation analysis. We investigate whether there are
structures in our learnt representations which represent some kind of conceptualisation of
the machine. We call these model-concepts. Model-concepts are different from human
cognition. They are also not directly word meaning representations as we are looking
for further emerging structures / clusters. Since we are studying the fusion of linguistic
and perceptual data, model-concepts are assumed to be closer to human concepts than
purely text based ones. Throughout the thesis we will use “concept” and “model-concept”
interchangeably, as our investigation only involves model-concepts, not human conceptual
representations.

We introduce the history of Distributional Semantic models in more detail in Sec-
tion 2.2, visual models from Computer Vision in Section 2.3 and multi-modal literature
in Section 2.4.
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2.2 Linguistic Embeddings: From Text to Meaning

This section reviews the history of statistical models of word semantics based on text
corpora.

2.2.1 Distributional Semantics

In Natural Language Processing, word meaning representation models have been primarily
inspired by Firth’s distributional hypothesis [Firth, 1957], saying “Words that occur in
similar contexts tend to have similar meanings” [Turney, 2010]. Contemporary corpus-
based approaches implement this idea by using vector representations of words also known
as distributional semantic models or embeddings. The representation vector of each word
can be computed from the co-occurrence frequencies with other terms in the same context.
Here, we give a short overview of the development of distributional semantic models; for
a detailed survey, see Clark’s book chapter in The Handbook of Contemporary Semantic
Theory [Clark, 2015] or a more recent overview of Distributional Models of Word Meaning
by Lenci [Lenci, 2018].

The history of word representations by vectors goes back to Karen Sparck Jones’ 1967
work in Computational Linguistics who first used a principled technique for comparing
contexts [Sparck Jones, 1967]. Vector representation was widely popularised for the doc-
ument retrieval problem in Information Retrieval [Schiitze et al., 2008]. At the beginning,
both the query and the documents were represented with a “bag of words”, i.e., a vector
of word frequencies. This was a successful model despite the fact that it does not account
for word order. To circumvent bias towards frequent words, weighted versions have been
introduced, such as the term frequency-inverse document frequency (tf-idf) based on the
frequency of terms in a document, and the inverse of the number of documents in which
a term occurs. One useful way to think about document vectors is in terms of term-
document matrix. This way, rows can correspond to document vectors, whereas columns
are word representations. A popular method was to apply a dimensionality reduction
technique on such matrices, such as singular value decomposition (SVD). The application
of SVD to the term-document matrix was introduced by Deerwester et al. [Deerwester
et al., 1990], who called the method Latent Semantic Analysis (LSA). The name comes
from the intuition that LSA teases out a latent meaning from the co-occurrence data,
by clustering words along a small number — typically a few hundred — of semantic, or
topical, dimensions [Turney, 2010].

From the term-document matrix we can easily arrive to the concept of term-term
matrix. Instead of treating the document as the context similar words co-occur in, we can
narrow it down to a smaller window around a word. This way the elements of a matrix
are the frequency of two words occurring in the same context window. To normalise raw
frequencies using Positive Pointwise Mutual Information (PPMI) of two words (w1, w2)
is a popular method:

P(wl, w2
PPMI(wl, w2) = max(log, m,

0). (2.1)
Applying SVD can also be useful on these type of matrices.

Representing the meaning of multiple-word phrases or sentences, still proves to be a
challenging problem. Many researchers have studied compositional semantics using vector
operations on word vectors [Mitchell and Lapata, 2010] or tensor based representations

[Clark, 2015].
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2.2.2 Shallow Networks

Recent research has presented several neural network-based approaches to learn word
vector representations. Such distributed representations have become known as embed-
dings. The most well known and widely used models were introduced by Mikolov et
al. [Mikolov et al., 2013a, Mikolov et al., 2013b] and have become popular as part of
the word2vec toolkit. They introduced two models, both consisting of a shallow, two-
layer neural network which learns an approximation of co-occurrence statistics [Levy and
Goldberg, 2014b]. They train a neural network to predict neighbouring words, in doing so
learning dense embeddings for the words. It is much faster than SVD and easy to train.

The skip-gram (SG) model [Mikolov et al., 2013b] learns to predict the words that can
occur in the context of a target word. Its objective function is as follows:

%Z Z log p(wyj|wy) (2.2)

t=1 —c<j<c,c#0

where T is the size of the corpus, ¢ is the context window size, w; is a word, (1 <=1 <=T).

Let d be the embedding dimension, V' the vocabulary. The model learns two embed-
dings, or lookup matrices: 1) an input embedding W € RVl where column i gives
the embedding v; of size 1 x d for word w; in the vocabulary 2) an output embedding
W' € RIVI*? where row i is a d x 1 embedding v/ for word w; in V. v}, and v; are the
“input” and “output” vector representations of w. The probability of a word occurring
in a context is given by the softmax function:

exp(vp - vr)
Z'}Ql exp(v) - vr)

This architecture is illustrated in Figure 2.1.

Because of the denominator term, training this model directly would be computation-
ally infeasible. For this reason Mikolov et al. introduced the trick of hierarchical softmax
and skip-gram with negative sampling (SGNS).

p(wolwy) = (2.3)
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Figure 2.1: Skip-gram and CBOW architectures.?
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