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Abstract

In this dissertation I propose the concept of tamper protection grids for microelectronic security
devices made from organic electronic materials. As security devices have become ubiquitous in
recent years, they are becoming targets for criminal activity. One general attack route to breach
the security is to carry out physical attack after depackaging a device. Commercial security
devices use a metal wire mesh within the chip to protect against these attacks. However, as a
microchip is physically robust, the mesh is not affected by depackaging.

As a better way of protecting security devices against attacks requiring the chip package to
be removed, I investigate a protection grid that is vulnerable to damage if the packaging is tam-
pered with. The protection grid is connected directly to standard bond pads on the microchip,
to allow direct electronic measurements, saving the need for complex sensor structures. That
way, a security device can monitor the package for integrity, and initiate countermeasures if
required.

The feasibility of organic tamper protection grids was evaluated. To establish the viability of
the concept, a fabrication method for these devices was developed, the sensitivity to depackag-
ing was assessed, and practical implementation issues were evolved. Inkjet printing was chosen
as fabrication route, as devices can be produced at low cost while preserving flexibility of layout.
A solution to the problem of adverse surface interaction was found to ensure good print quality
on the hydrophobic chip surface. Standard contacts between chip and grid are non-linear and
degrade between measurements, however it was shown that stable ohmic contacts are possible
using a silver buffer layer. The sensitivity of the grid to reported depackaging methods was
tested, and improvements to the structure were found to maximise damage to the grid upon
tampering with the package. Practical issues such as measurement stability with temperature
and age were evaluated, as well as a first prototype to assess the achievable measurement accu-
racy. The evaluation of these practical issues shows directions for future work that can develop
organic protection grids beyond the proof of concept.

Apart from the previously mentioned invasive attacks, there is a second category of attacks,
non-invasive attacks, that do not require the removal of the chip packaging. The most promi-
nent non-invasive attack is power analysis in which the power consumption of a device is used
as oracle to reveal the secret key of a security device. Logic gates were designed and fabricated
with data-independent power consumption in each clock cycle. However, it is shown that this
is not sufficient to protect the secret key.

Despite balancing the discharged capacitances in each clock cycle, the power consumed still
depends on input the data. While the overall charge consumed in each clock cycle matches to
a few percent, differences within a clock cycle can easily be measured. It was shown that the
dominant cause for this imbalance is early propagation, which can be mitigated by ensuring
that evaluation in a gate only takes place after all inputs are present. The second major source
of imbalance are mismatched discharge paths in logic gates, which result in data-dependent
evaluation times of a gate. This source of imbalance is not as trivial to remove, as it conflicts
with balancing the discharged capacitances in each clock cycle.
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1
Chapter One

INTRODUCTION

1.1 Motivation

“For generations, people have defined and protected their property and their privacy using locks, fences,
signatures, seals, account books, and meters. These have been supported by a host of social constructs
ranging from international treaties through national laws to manners and customs. This is changing, and
quickly. Most records are now electronic, from bank accounts to registers of real property; and transactions
are increasingly electronic, as shopping moves to the Internet. Just as important, but less obvious, are the
many everyday systems that have been quietly automated” [Anderson, 2001b].

In analogy to physical locks and protection mechanisms, electronic record keeping and the
automation of transactions require electronic security mechanisms to protect people’s property
and privacy. While the protection measures outside the electronic realm have been well estab-
lished for a long time, electronic security mechanisms are still comparatively new. With the
rapid progress in technology and the high complexity of electronic systems, security mecha-
nisms to protect the systems are still evolving [Anderson, 1994a]. Security flaws are identified
and removed, however new flaws are often introduced when features are added [Anderson,
1994a]. More importantly, in a distributed system, the liability for losses due to security failures
may not lie with the party that is able to protect a system, leading to moral hazard [Anderson,
2001a; Anderson and Moore, 2006].

Protection and security mechanisms naturally carry a cost of implementation. If a security
measure costs more than the value of fraud it will prevent, its implementation is uneconomical.
Crime generally follows the same pattern of maximising benefit and minimising effort. If secu-
rity is increased in one part of a system, criminals are likely to target less protected parts until
these are also protected [Schneier, 1997]. The most likely security system to be implemented is
one that is cost-efficient. Rather than maximising security, crime is deterred by making the sys-
tem only slightly too difficult for a criminal to attack. Once the implemented security measures
are defeated, the next round of improvements is made at a later stage.

In the European Union (EU) and some other countries, it has become economical for banks
to replace magnetic strip cards with chip and pin smart cards (be it for security reasons or to
diffuse liability), while in the USA where laws and liabilities are different, banks still rely on
magnetic strip automated teller machine (ATM) cards [Anderson, 1994a,b]. The introduction
of the ‘chip and pin’ system has caused ATM card fraud in the UK to shift to modes where
either the card is not present (e.g. internet shopping) or where the fallback magnetic strip is
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used instead of the chip [Burns and Weir, 2008].
Outside the banking system, smart cards, or more generally hardware security modules,

have become widespread, as they are now cheap enough to the point of being disposable. Typ-
ical applications include subscriber identification module (SIM) cards in mobile phones, access
control systems, radio-frequency identification (RFID) tags, billing systems for transportation
networks, telephone cards, pre-payment electricity meters, and electronic passports and identi-
fication cards. Hardware security modules have also enabled new business models for provid-
ing software or entertainment content by means of pay-TV cards, hardware dongles to unlock
software, and trusted computing platform modules (TPM) [Pearson, 2002]. In the most general
form, these devices perform some form of encryption or decryption function, to either secure
data that are transmitted or stored, or to provide a means of authentication, or a digital signa-
ture. To this end, a secret key is stored on the chip to render the cryptographic function unique.
Attackers from unauthorised parties aim to retrieve this secret key and to duplicate or otherwise
misuse the security module, or decrypt encrypted data.

With the rising popularity of hardware security modules and a multitude of applications,
it is evident that the attention of criminals to security weaknesses is bound to increase. There
are two examples of applications where security devices have been used for a number of years,
namely telephone cards and pay-TV decoders. Attacks have been carried out on these devices
since their introduction in the 1990s, therefore a number of attack methods have been estab-
lished.

1.2 Background

Systems based on hardware security modules can be analysed by considering the trust bound-
aries between the parts of the system, which differ depending on the application. Apart from
the parties carrying out a transaction, there may be separate parties that provide the security de-
vices and the infrastructure to enable transactions. Each of these parties (as well as outsiders to
the system) will have different incentives relating to the overall security system, depending on
whether there is any benefit derived from cheating. The system and the security device need
to be designed to be resilient against attacks by the parties that would benefit from cheating
[Schneier and Shostack, 1999].

A wealth of protocols exist for transactions and cryptographic algorithms that have been
proven secure under certain assumptions. A standard assumption is that there is only black-
box access to secret information of honest parties [Gennaro et al., 2004]. For hardware security
modules, processing of the secure transaction takes place inside the device, which may give the
false impression that only black-box access is provided. Attacks on smart cards often aim to
break the black-box assumption, and in turn break the security of the protocol.

Attackers have been classified into three groups according to knowledge and capability
[Abraham et al., 1991]. Class I represents clever outsiders with insufficient knowledge of the
security system and access to only moderately sophisticated equipment. Class II comprises
knowledgeable insiders with good understanding of parts of the system and access to highly
sophisticated tools and instruments. Class III includes funded organisations with substantial
resources capable of in-depth analysis of the entire system, and thus the design of sophisticated
attacks [Abraham et al., 1991]. The classification of attackers may be useful in the first instance
when designing a security system. Depending on the trust boundaries between the parties and
the application of the security system, the amount of value that can be extracted from breaches
of trust can be quantified. The amount of value that can be extracted correlates with the cate-
gory and capability of likely attackers. However, the presented classification of attackers is more
transient in practice. The amount of knowledge about a system will increase with time, there-
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fore becoming available to attackers with access to only moderately sophisticated equipment.
Generally, the security of a system should not rely on available knowledge about it [Kerckhoffs,
1883]. Furthermore, the capability of attackers of a certain category also increases with time, as
equipment becomes cheaper [Anderson and Kuhn, 1998] and more attacks are published (by
attackers of a higher category). Once an attack has been published, it is possible to automate
and allow less knowledgeable attackers to implement it. Similar to categorising the capability
of adversaries, there are schemes for categorising security levels of hardware, such as federal in-
formation protection standard (FIPS) 140 or Common Criteria protection profiles. New attacks
may be discovered which then reduce the device’s security classification, making this metric
transient as well.

Attacks on hardware security modules can also be categorised by attack route and method.
That way, the classification is static with time, and not dependent on current hardware prices or
availability of attack recipes. Grouping similar attacks also serves as a good starting point for
developing countermeasures. The most general attack classification may differentiate between
‘invasive’, ‘semi-invasive’, or ‘non-invasive’ attacks. The criterion used to distinguish these cat-
egories is the extent to which the microchip is depackaged or physically tampered with. Each
of these attacks can be ‘active’ or ‘passive’, which signifies whether the inputs to the chip and
circuits are deliberately altered or not [Anderson et al., 2006].

1.2.1 Invasive and semi-invasive attacks

The most important characteristic for attacks in these two groups is the removal of the pack-
aging of the hardware security module, which surrounds the microchip. The key difference
between invasive and semi-invasive attacks is whether the passivation layer of the microchip is
also (partially) removed. In an invasive attack this is the case, while in a semi-invasive attack,
the die and passivation remain intact [Anderson et al., 2006].

The threat model associated with these attacks is primarily limited by the fact that depack-
aging or tampering is likely to leave a visible trace. For example, if the device is used as a means
of identification of the card holder, an honest card holder will be alerted that an attack may have
taken place if it leaves physical evidence. Conversely, a dishonest card holder may physically
tamper with the module in order to impersonate someone else. In this case the operator of the
terminal (e.g. a checkout clerk in a shop) may spot that the card has been tampered with. In-
vasive attacks are likely to be used if the card holder has a benefit from using a counterfeit or
cloned card, e.g. in a pay-TV system [Schneier and Shostack, 1999].

The first step in both attack categories is to remove the packaging of the security device. If
the device is mounted on a smart card, heating the card until it becomes flexible and the glue be-
comes soft will allow the chip to be removed from the card [Kömmerling and Kuhn, 1999]. The
epoxy encapsulation of the chip may then be removed with pure nitric acid. Nitric acid does
not etch away the aluminium bond pads, so long as it is anhydrous [Beck and Wilson, 1998;
Kömmerling and Kuhn, 1999]. Local removal of the packaging epoxy is possible using acid in a
jet etch system, or by oxygen or tetraflouromethane (CF4) plasma etching. Specialised solvents
are available for certain packaging materials, e.g. ethylenediamine to remove polyimides [Beck
and Wilson, 1998] Depackaging may also be done physically rather than chemically. The ob-
vious physical methods to remove the packaging material are drilling and milling [Beck and
Wilson, 1998]. However, mechanical devices similar to vices are available to crack the epoxy
packaging to reveal the die [Beck and Wilson, 1998]. Laser machining, water machining, or
manual material removal techniques [Weingart, 2000] may also be used. To remove the chip
passivation layer, dry etching [Beck and Wilson, 1998] or focused ion beams (FIB), or ultrasoni-
cally agitated probe needles may be used [Kömmerling and Kuhn, 1999].
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There is a broad range of known invasive attacks. The most basic invasive attacks may be
probes (either standard probe needles, or pico probes) on internal signal wires [Handschuh
et al., 1999]. For a passive attack, the probes only record transmitted data, while for an active
attack signals would be injected into the chip circuit. Alternatively, FIBs or lasers may be used
to re-instate disabled circuitry, or alter the circuit or memory contents [Kömmerling and Kuhn,
1999]. Circuit modifications may also be used to disable parts of a chip, or to introduce (perma-
nent) faults into computations. Differential fault analysis is a powerful cryptanalysis tool that
can re-construct secret information from cryptography errors [Bar-El et al., 2006; Biham and
Shamir, 1997]. Reconstruction of the chip’s circuit diagram may be possible by dissecting the
die layer by layer and analysing images taken of each layer [Blythe et al., 1993; Nohl et al., 2008].
The circuit diagram may then be used to aid and prepare other attacks, e.g. by locating regions
of interest on the chip for electro-magnetic (EM) analysis, or locating wires to probe.

Invasive attacks may also be used to recover memory contents. For some read-only mem-
ory (ROM) types, the content may be recovered from the contact patterns after removal of the
metal layers. Other ROMs store data by varying the dopant in a transistor, which becomes vis-
ible if a dopant-selective etchant is used [Kömmerling and Kuhn, 1999]. Re-writable memory
types show data remanence effects, in particular if the same value is stored over long periods of
time [Gutmann, 2001]. For long-term damage, the data may be visible as physical degradation
(electromigration) under a scanning electron microscope (SEM) [Gutmann, 2001].

Semi-invasive attacks aim to probe internal data of the chip without the need to break the
passivation layer. Radiation sources [Dyer et al., 2001] or lasers may be used to induce carri-
ers into a transistor and make it conductive. That way, memory contents may be modified, or
transient faults may be induced into computations to carry out differential fault analysis [Sko-
robogatov and Anderson, 2003]. EM pulses may be used in a similar way to induce faults or
read memory contents, as well as re-construct the metal wiring layout of the upper metal layers
[Samyde et al., 2002].

The analysis of EM emissions may also be carried out as a semi-invasive attack. The res-
olution of the EM probe depends directly on the distance to the die, therefore removal of the
chip packaging increases the resolution. Positioning the probe above interesting locations on
the chip is simplified if the layout is visible. [Gandolfi et al., 2001]

There are several approaches to defend against invasive and semi-invasive attacks. Devices
may be made tamper-resistant, tamper-responding, or tamper-evident [Weingart, 2000]. The
required grade of tamper protection is determined by the most likely attack method, which
may be derived from the threat model.

In more sophisticated hardware security modules there is usually more margin for fitting
tamper protection measures. For example, some military cipher machines go so far as to con-
tain thermite charges to destroy them if they are tampered with [Anderson et al., 2006]. On
the small end of the size scale, special coatings have been developed to prevent tampering and
probing. Removal of this special conformal glue results in damage to the microchip. The coat-
ing technology is for military use and is classified [Anderson and Kuhn, 1996; Weingart, 2000].
Alternatively, hard barriers, silicon on insulator (SOI) technology and specially adapted chip
topography may be used to prevent invasive attacks [Weingart, 2000]. An example of a hard
barrier for smart cards is the Axalto ‘Sishell’ [Bonvalot and Leibenguth, 2003]. The actual se-
curity device is bonded to a second silicon protection block, and subsequently thinned down
such that any attempt to separate the two silicon devices results in damage to the security de-
vice [Bonvalot and Leibenguth, 2003]. Another method to prevent tampering is to randomly
distribute particles in the packaging material, and derive the cryptographic key based on the
position of these particles [Koemmerling, 2000].
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If attacks are likely to be carried out when the device is powered on (e.g. semi-invasive at-
tacks, probing attacks), tamper resistance may not strictly be required, and a simpler tamper-
responding approach may be sufficient. At the larger end of the size spectrum, the crypto-
graphic key may be stored in battery backed memory surrounded by a flexible membrane con-
taining conductive tracks. The battery of the module is used to continuously monitor the in-
tegrity of the membrane, and erase all data upon detection of abnormalities [Abraham et al.,
1991; Anderson and Kuhn, 1996; Dyer et al., 2001; Gore; Weingart, 2000]. Other designs to
detect tampering with circuit board-sized devices may include stressed glass circuit boards,
piezo-electric sheets, light scattering pattern detection, ultrasonic waves, and radiation sensors
[Weingart, 2000].

For single-chip devices such as smart cards, the cost of adding elaborate sensors or batter-
ies is likely to exceed the small profit margins. These advanced features are not feasible for
a device vendor to implement if the sale price of the device cannot be increased to cover the
cost. Tamper detection techniques implemented on single chip devices may consist of a coating
with high dielectic constant, and a capacitance sensor to detect its presence, or an optical sensor
under an opaque coating [Anderson and Kuhn, 1996]. Fault-resistant or fault-detecting logic
styles may be used to detect fault attacks [Moore et al., October 2003], however care must be
taken not to introduce new vulnerabilities with these measures [Yen et al., 2002]. A common
technique for intrusion detection is to reserve the topmost metal layer for a wire sensor mesh,
and continuously monitoring the integrity of the mesh while the device is powered on [Ander-
son and Kuhn, 1996; Koeune and Standaert, 2005; Kömmerling and Kuhn, 1999]. However, the
problem with these sensors is that they are located below the chip passivation, and are therefore
not affected by depackaging. The lack of monitoring while the device is powered off, as well as
the digital nature of the wire grid (connected or not) makes the grids tolerant to modifications.
A FIB workstation can be used to cut fine holes through or between the wires, and then to fill
the holes with metal to create a contact pad for probing as well as to re-route any severed wires
[Anderson, 2001b; Kömmerling and Kuhn, 1999].

Tamper evident devices may be created by chemical or mechanical means, such as holo-
graphic tape, polished surfaces or bleeding paint in the packaging [Weingart, 2000]. However,
tamper evidence is only applicable in certain cases. If traces of tampering are unlikely to be
checked regularly, or the mechanism does not resist the wear and tear of everyday use of the
device, then tamper evidence is not sufficient to protect a device.

1.2.2 Non-invasive attacks

In contrast to invasive and semi-invasive attacks, non-invasive attacks do not require physical
tampering with the device. Generally, non-invasive attacks involve the monitoring of the exter-
nally accessible properties of the security device during operation. Passive attacks are carried
out only by eavesdropping (and possibly sending valid, but chosen messages to the device),
while active attacks send bogus inputs to the device. For these attacks, the term ‘side-channel’
has been established to describe the transmission (or leakage) of data through means not in-
tended for communication. Examples of side-channels are the time duration [Kocher, 1996],
power consumption [Kocher et al., 1999], and electromagnetic emission [Agrawal et al., 2003] of
a computation. Other effective non-invasive attacks have been carried out by inserting glitches
in the clock frequency and the power supply voltage [Anderson and Kuhn, 1998; Bar-El et al.,
2006].

Even though several (improved) variants of the timing attack exist [Dhem et al., 2000; Hand-
schuh and Heys, 1999; Kocher, 1996; Schindler et al., 2001; Schindler, 2000], they can be ham-
pered using algorithmic measures. These aim to ensure constant run time, as well as using
blinding factors to randomise the remaining run time variations [Kocher, 1996; Schindler, 2000].
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In contrast to run time, power consumption is a fundamental property of the microchip
circuit. Every time a logic gate switches, a small amount of power is consumed in the gate [Weste
and Harris, 2004]. As the number of switching events in a circuit depends on the processed data,
the power consumption of a microchip is data-dependent. Power analysis aims to recover the
secret key of the cryptographic operation from the input current into the security device. The
family of power analysis attacks was first introduced in 1999 by Paul Kocher [Kocher et al., 1999].

In addition to power analysis, EM emissions from microchips are directly related to the volt-
ages and currents in a security device. These are termed direct EM emissions [Li et al., 2005a,b].
Appropriate probes to detect these emissions can be used to resolve the currents in parts of the
circuitry [Gandolfi et al., 2001; Quisquater and Samyde, 2001]. The same mathematical tech-
niques as used in power analysis may be used on direct EM emissions to recover the secret
information. In that sense, direct EM emissions may be considered as spatially resolved power
consumption.

Apart from direct EM emanations due to the flowing currents, coupling effects between
signals in close proximity result in modulated emissions [Agrawal et al., 2003]. Similarly, mod-
ulation effects from RF signals injected into smart cards can be used to measure switching events
as temporary changes in impedance between power and ground [Burnside et al., 2008]. These
modulation effects may yield an even finer-grained picture of internal state and switching events
in a security device.

The most basic method of power analysis (simple power analysis, SPA) attempts to interpret
individual power consumption or EM emissions traces to recover the cryptographic key [Kocher
et al., 1999]. Countermeasures against SPA include obscuring the power trace to prevent direct
interpretation [Chevallier-Mames et al., 2004]. Differential power (DPA) and differential EM
analysis (DEMA) methods are significantly more powerful than SPA, as they compare multiple
power traces. Subtraction and averaging of traces allows unrelated parts of the curves to be
removed, and even minute differences in data-dependent power consumption to be revealed.
The relative amplitudes of the data-dependent power consumption from the cryptographic al-
gorithm and the total power consumption represent a signal to noise ratio. The cipher and pro-
tocol may either be public information found in the data sheet, adhering to Kerckhoffs’ principle
[Kerckhoffs, 1883]. Or it may be reverse-engineered [Nohl et al., 2007]. In the power analysis
attack, the cryptographic computation is retraced to generate a model of the internal state of the
device. The power consumption traces are compared or correlated to the model of the internal
state to reveal the secret key.

A wealth of mathematical methods and variants of the DPA attack have been established to
increase the amount information extracted from power consumption traces, and thus reduce the
number of traces required for a successful attack. Cipher-specific improvements can be made
to the standard DPA attack [Bevan and Knudsen, 2003; Brier et al., 2004; Coron, 1999; Lemke
et al., 2004; Wang et al., 1999].

One group of suggested countermeasures against differential power analysis focuses on hid-
ing the signal by increasing variations (noise) in the power consumption traces. Apart from
adding a noise source [Clavier et al., 2000], de-synchronisation of operations may prevent av-
eraging of power traces. De-synchronisation may be achieved by random variations in clock
frequency (clock gating) [Benini et al., 2003], or randomly inserting interrupts or no-op instruc-
tions [Clavier et al., 2000]. However, these measures do not completely prevent DPA, as timing
may be re-synchronised by signal processing techniques [Akkar et al., 2000; Quisquater and
Koeune, 2002] or by integration of the power traces [Clavier et al., 2000]. Another approach to
hiding data is to carry out many operations in parallel, so that power traces of multiple opera-
tions overlap, making it difficult to observe the power traces of individual operations [Gebotys,
2004]. Generally, these measures increase the effort required for filtering out the additional noise
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(more traces needed, as well as more pre-processing), but do not prevent a successful attack, as
the signal remains present in the power consumption traces.

Another group of countermeasures against DPA focuses on methods to transform the cryp-
tographic operation in a way that the sensitive computations are not carried out on the original
data, but on obscured or masked data values. That way the internal state does not represent
the values expected when re-tracing the cipher, and the power consumption traces do not cor-
relate with the attacker’s model. For example, for the data encryption standard (DES) cipher
and the Rivest, Shamir, Adlemann public key cipher (RSA), the intermediate data may be split
into several individual variables which are only combined later [Goubin and Patarin, 1999].
Masked algorithms have been also developed for other ciphers such as advanced encryption
standard (AES) [Akkar and Giraud, 2001; Akkar and Goubin, 2003; Blomer et al., 2004; Oswald
and Schramm, 2006; Oswald et al., 2005; Pramstaller et al., 2004; Trichina et al., 2005] and elliptic
curve cryptography [Avanzi, 2003; Coron, 1999; Mamiya et al., 2004]. More universally, mask-
ing may be carried out on the circuit or logic gate level, thus being applicable to the entire chip
rather than just the cryptographic algorithm [Popp and Mangard, 2005].

While masking is effective against standard (first-order) DPA, it may be broken using higher-
order DPA where multiple points on the power consumption trace are used simultaneously
[Messerges, 2000; Waddle and Wagner, 2004]. This DPA variant has been successfully used
against several masking methods [Akkar et al., 2004; Coron and Goubin, 2000; Mangard et al.,
2005; Oswald et al., 2006]. From an information-theoretical point of view, the most efficient
version of DPA is the template attack [Chari et al., 2003; Fahn and Pearson, 1999; Rechberger and
Oswald, 2005]. If a reference device is available, a device-specific template can be assembled
which is then used as a matched filter for the attack. It has been found that, when using a
template, information extraction from masked implementations of a cipher is as efficient as for
non-masked implementations, therefore completely defeating masking [Oswald and Mangard,
2006].

Hiding the data-dependent power consumption in noise or masking it with random data
have been shown to be ineffective, therefore it is clear that the only permanent solution to the
problem must be to prevent the data dependencyof the power consumption signal. De-coupling
the chip from the power supply using capacitors allows the amount of charge drawn from the
supply to be fixed. Any excess charge on the capacitor is dumped before re-charging [Shamir,
2000]. However, this method remains vulnerable to attacks using EM emissions, which can nev-
ertheless resolve the actual power consumption of the chip. More recently, dynamic dual-rail
logic styles have been proposed and evaluated [Moore et al., 2002; Sokolov et al., 2005, 2004; Tiri
and Verbauwhede, 2004a; Tiri et al., 2002]. Dynamic logic is somewhat similar to implementing
the suggested de-coupling capacitor method to the logic gate level. A standard complementary
metal oxide semiconductor (CMOS) logic gate consists of two parts, a pull-up network made
from p-type (PMOS) transistors, and a pull-down network made from n-type (NMOS) transis-
tors. In dynamic logic, the pull-up part of the logic gate is replaced with a single clocked PMOS
pre-charge transistor, which charges the (former) centre node whenever the clock is low. When
the clock switches high, the PMOS transistor is turned off, and the NMOS branch of the logic
gate either discharges the node, or not [Weste and Harris, 2004]. Dual-rail logic expands each
logic gate by its complement. A zero is thus represented by ‘01’ and a one by ‘10’. That way,
one of the two halves of the logic gate remains charged and the other is discharged in every
clock cycle. Dual-rail circuits are also suitable for self-timed designs without a central clock,
therefore preventing clock glitch attacks, as well as for self-checking logic to identify attacks in-
serting faults into computations [Moore et al., 2002, October 2003]. To achieve data-independent
power consumption, the parasitic capacitances of both halves of a logic gate must be equal [Tiri
et al., 2002]. This extends to the wiring between logic gates, which requires additions to current
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integrated circuit (IC) design tools [Kulikowski et al., 2006a; Tiri and Verbauwhede, 2004b]. A
sample dynamic dual-rail IC was shown to have reduced data-dependent power consumption,
but not to be perfectly balanced [Fournier et al., 2003]. Further pitfalls in processor design in-
clude resource sharing, optimisations and caches [Tiri, 2007], as well as early propagation effects
in the circuit [Kulikowski et al., 2006b].

If the data dependency of the power consumption has not been completely eliminated, in-
formation leakage from the device occurs at a certain rate. If the information leakage rate of
devices can be quantified, it is possible to implement a leakage-tolerant security protocol to
change cryptographic key (or replace the device) after fewer cryptographic operations than are
necessary for an attacker to extract the secret key [Chari et al., 1999; Kocher, 2005]. A frame-
work needs to be established to quantify the information leakage rate [Coron et al., 2004; Macé
et al., 2007; Standaert et al., 2006a,b]. Given the large number of DPA variants, quantification of
leakage by number of cryptographic operations is difficult.

1.3 Thesis

So far, no robust countermeasure against neither invasive, nor non-invasive attacks has been
developed for low-cost small scale security devices. This dissertation is a contribution to the
development of more secure security devices, by evaluating proposals for protection measures
against each of the two major smart card attack categories, invasive and non-invasive attacks. It
is to be noted however, that in the present state of the art, no single technique allows provision
of perfect security, even considering one particular attack [Koeune and Standaert, 2005].

As the majority of invasive and semi-invasive attacks are carried out while the device is
powered on, a tamper responding protection measure may be sufficient to prevent these attacks
from succeeding. Certified protection schemes exist for higher end devices of larger size (circuit
boards). These schemes constantly monitor protection grids surrounding the security-sensitive
circuitry. On the smaller, individual microchip scale it has been shown that the commonly used
metal protection grids are not effective to prevent attacks. In this dissertation, an improved pro-
tection grid for microchip application is proposed, which addresses the issues associated with
metal protection grids. It is estimated that fabrication cost of a device is not likely to increase,
compared to devices devoting an entire metallisation layer to protection.

It has been shown that most countermeasures against non-invasive attacks can be defeated.
Countermeasures aimed at decreasing the signal-to-noise ratio merely require a larger num-
ber of power consumption traces. Seemingly perfect countermeasures against power analysis
attacks that randomise the processed data have been shown to be defeated by improved math-
ematical models. Therefore, the elimination of data-dependent power consumption entirely
remains the only method to prevent power analysis attacks. However, no perfectly balanced
logic gate exists so far. To better understand the cause for data-dependent power consumption,
a dynamic dual-rail logic gate is designed and evaluated.

The protection measure against invasive and semi-invasive attacks is presented in Chapter
2. The fabrication of the proposed protection structure is described in Chapter 3. In Chapter 4,
the security properties of the protection grids are evaluated. Chapter 5 presents the evaluation
of environmental stability and prototype implementations. The balanced dual-rail dynamic
logic gates against non-invasive attacks are discussed and evaluated in Chapter 6. Finally, the
conclusions drawn from this work are presented in Chapter 7.
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1.4 Publications

There are two patent applications pending for the tamper protection grids. They are filed under
GB0717783.5/USP15943A and GB0718001.1/USP15968A.

This work has been published at the BLISS 2008 conference in Edinburgh. The proceedings
paper is available under the following reference:
P. Paul; S. Moore; S. Tam, “Tamper Protection for Security Devices”, ECSIS Symposium on Bio-
inspired Learning and Intelligent Systems for Security, BLISS 2008, p. 92–96.

Journal publications are in preparation. The non-disclosure agreement with Epson and the
patent applications prevented earlier publication, as did the closure of the Epson Cambridge
laboratory.

Further publication:
P. Oikonomakos; P.C. Paul; S.W. Moore; S.W.-B. Tam; H. Ebihara, “Dynamic-logic PLA on low-
temperature polysilicon TFT technology”, IEE Electronics Letters, Volume 43, no 5, p. 23–24,
2007
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2
Chapter Two

TAMPER PROTECTION

GRIDS

2.1 Introduction

Most invasive and semi-invasive attacks aim to extract the internal state or the internal signals
of a security device while it is powered on. There are only two invasive attacks that are car-
ried out while the device is powered off, and both are destructive, in the sense that the security
device is destroyed in the process. The two variants are the layer-by-layer reverse-engineering
of the microchip circuit [Blythe et al., 1993], and the analysis of ROM contents [Kömmerling
and Kuhn, 1999]. Tamper-resistant packaging would need to prevent the success of these two
attacks, which is deemed impossible to achieve in practice [Smith and Weingart, 1998]. So long
as the cryptographic key is not stored in an easily readable ROM memory, nor hard-wired into
the circuit, these two attacks would not actually recover the key directly. To protect the crypto-
graphic key it should therefore be sufficient to use a tamper-responding countermeasure. If a
chip can detect tampering with the packaging, it can refuse to carry out any sensitive operations
that may give access to the secret key.

Examples of current tamper-responding technology that have been used on commercial se-
curity devices are protection grids on the top metal layer of the chip, and/or light sensors.
Both have been shown to be easily bypassed [Kömmerling and Kuhn, 1999]. For larger devices,
tamper protection grids incorporated into the packaging have been more successful. The Inter-
national Business Machines (IBM) 4758 cryptographic processor which utilises this protection
measure has been certified under FIPS-140 [Weingart, 2000], a security standard for microelec-
tronic devices. The main differences between the metal protection grids of a single chip and the
protection grids for larger devices are the probability of damage and the grid resistance. Metal
protection grids are not actually damaged in the depackaging process [Kömmerling and Kuhn,
1999], while the protection grids incorporated in the packaging are likely to be damaged when
the device is tampered with. The integrity of the metal protection therefore does not guaran-
tee that the packaging (which is the barrier against invasive attacks) is in place. Furthermore,
a metal grid has a negligibly low resistance, therefore it is difficult to measure any resistance
change from short circuits due to the small absolute differences in resistance. The IBM 4758
protection utilises higher resistance wiring in several layers which can be used to detect both
open and (local) short circuits [Anderson, 2001b].

It is reported that the protection grid of the IBM 4758 cryptographic processor board con-
sists of ‘conductive organic lines on a polyester substrate’ [Weingart, 2000]. Fabrication of these
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conductive strips occurs by ‘doping a urethane sheet’ (a type of polyester) in tracks significantly
wider than 0.1 mm [Anderson, 2001b]. Several layers are wrapped around the device and con-
nected via a thin flexible cable [Smith and Weingart, 1998]. This fabrication method is too coarse
for small size security devices such as smart cards (� 1 mm 2), and needs to be scaled down.

Since the development of the IBM 4758, organic electronics have made significant advances
[Burns et al., 2003; Dimitrakopoulos and Malenfant, 2002; Dimitrakopoulos and Mascaro, 2001;
Horowitz, 2004; Kawase et al., 2005; Paul et al., 2003]. High-resolution patterning methods also
exist [Sirringhaus et al., 2000], allowing organic grids to be scaled down. Therefore, organic
protection layers are investigated as a tamper-responding protection measure for individual
microchip devices.

2.1.1 Requirements

The following requirements for a tamper-responding protection grid have been identified:

1. Sensitivity: The grid must be damaged irreparably in an attack. Damage to the grid must
be detectable by the security device, so that it can verify the integrity of the packaging.

2. Entropy: The properties of the protection grid must have sufficient entropy to be difficult
for an attacker to determine and play back at a device.

3. Economy: Addition of the protection grid must have minimal impact on device cost.

4. Durability: The protection grid must be stable, with a lifetime similar to the device it
protects.

The protection grid essentially either acts as a sensor that detects whether the (epoxy) packaging
of the microchip is in place, or as a fragile key store. For cost-sensitive applications, separate
components to supply security devices with energy when not in use (capacitors, batteries) are
not affordable. This prevents continuous monitoring of the protection grid, as is done in larger
devices [Weingart, 2000]. The integrity of the grid can therefore only be determined when the
device is in operation. It may thus be possible for an attack to be carried out while the device
is powered off. If the protection grid can be repaired by an attacker before powering on the
device, the tampering will not be detected. Similarly, a problem exists if the properties of the
protection grid can be read out. When the device is powered on again, these properties could
be emulated to the device, defeating the tamper protection measure. Therefore it is important
that the grid is designed in a way to prevent an attacker from repairing the protection grid, and
from measuring the grid properties.

It is also important that the protection measure does not overly increase the fabrication cost,
as any cost differences are multiplied by the large number of devices produced in a high-volume
application. As metal protection grids have been used in commercial security devices, the cost of
an additional metal layer may serve as a benchmark. The simplest way for a microchip to inter-
face with external devices is by direct electrical connection through bond pads. Using suitable
organic electronic materials, a protection layer can be designed to operate at a similar voltage
range to the security device. Similar voltage ranges allow direct electrical connection between
the chip and the protection grid via the bond pads. Furthermore, the electrical characteristics of
the protection grid must not degrade to trigger a false alarm during the lifetime of the security
device. Premature replacement obviously increases the cost of the security system, and a short
lifetime may make the addition of protection grids infeasible.
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Figure 2.1: Side view of simple protection grid printed on top of a microchip

2.2 Passive protection grids

The most basic type of organic protection grid for microchips consists of resistor lines covering
the device, similar to the protection grids used for the IBM 4758. This protection grid design
will be termed ‘passive protection grids’ as it does not incorporate any active amplification or
switching. If the resistor lines are integrated into the packaging, attempts to remove the pack-
aging result in damage to the grid and a change in resistance.

The grid may be characterised by measuring the resistance directly (e.g. current for a fixed
voltage), the resistance ratio(s) of multiple segments, the RC time constant, or possible non-
linear characteristics such as Schottky barrier height of contacts or between different materials.
To make spoofing (emulation of the protection grid) difficult for an attacker, the properties of
the protection grid may be made unique for each device. Naturally occurring, or deliberate
manufacturing variations may be utilised to alter the characteristics of the protection layer from
one chip to the next. If the protection grid of one device is successfully characterised by an
attacker, this knowledge is not useful for another device. However, care must be taken to design
the grid such that characterisation is difficult, for example by ensuring that the contact pads
connecting the grid to the chip cannot be probed without altering or destroying the grid itself.

2.2.1 Layout

The simplest form of a protection grid would be to use a single protection layer that is printed
directly on the microchip, as illustrated in Figure 2.1. Fabrication of the protection grid (blue)
would only involve one additional printing step before the packaging (yellow) is added. The
layout pattern of the grid should be chosen so that security sensitive areas are sufficiently pro-
tected to prevent local depackaging. Using appropriate deposition and patterning technology,
the pattern may also be varied dynamically between individual security devices, to obscure
the location of the grid lines and increase the probability of damage. A potential weakness of
printing directly onto the die may be lower sensitivity to depackaging, as the grid sits below
the packaging material. This may allow the packaging to be thinned down without damaging
the grid.

To guard against this problem, the protection grid may be sandwiched between two epoxy
layers, as shown in Figure 2.2. The base layer (red) sits below the protection grid (blue), which
is encapsulated by more packaging (yellow). This scheme should be designed to ensure that
enough insulator material (red and yellow) is present below the protection grid to protect the
chip from an attack, should an attacker manage to remove all packaging material above the pro-
tection grid. Topographical features may also be incorporated into the tamper protection grid
layout, to make it harder to determine the amount of packaging that can be removed before
damaging the protection grid. If the topographical layer and the encapsulation layer are made
from similar or identical materials, then it is more difficult to stop the material removal or etch-
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Figure 2.2: Side view protection grid with topographical features

ing at the boundary where the protection grid is located. The materials may also be chosen so
that they preferentially dissolve in etchants that also damage the protection grid.

Similar to the IBM 4758 protection grid, multilayer protection structures may also be fabri-
cated if an insulating layer (black) is deposited between the conductor layers (Figure 2.3). The
two layers (blue and cyan) may be printed off set, so that there are no gaps between the grid
lines through which a hole could be drilled into the packaging (omitted from drawing) without
being detected. In Figure 2.3 the grid lines are drawn running in parallel, and they are con-
nected to smaller, dedicated bond pads. This pattern is meant as an illustration rather than a
definition of layout pattern. A multilayer structure may also consist of a single line wrapped
back on itself, or broken into multiple segments. As the contact pads of a microchip are phys-
ically more robust, and allow better contact with probe needles than organic electronics, they
are likely targets for an attacker to probe. Multilayer structures covering the contact pads may
prevent successful probing if the higher layers are damaged by the probe needle.

2.2.2 Readout scheme

To be able to determine the integrity of the protection grid, repeatable measurements of grid
characteristics must be possible. Generally, a measurement is carried out by quantifying the
characteristic against a known (reference) value. As the security device may be operating in a
hostile environment, it must be assumed that an attacker has control over all inputs to the device
(e.g. clock frequency or supply voltage) as well as the ambient conditions (e.g. temperature).
Therefore none of the inputs can be trusted as a measurement reference. Internal references
may drift with supply voltage and temperature, thus are not automatically reliable. On-chip
CMOS voltage references with minimal temperature drift [Giustolisi et al., 2003] may be used
to guarantee a fixed supply voltage, and to detect too low a supply voltage. Alternatively, the
temperature drift of on-chip reference and the protection grid characteristics may be compen-
sated for, as it is possible to measure temperature with CMOS circuitry [Sanchez et al., 1997].
Differential measurement schemes may also be designed to avoid dependency on an external
reference. Comparing parts of the protection grid with each other will cancel out variations
due to the operating conditions. The differential schemes must be designed to detect all modes
of damage, even if all branches are damaged by the same amount. Multilayer structures may
be suitable for differential measurement schemes, as higher layers would generally suffer more
damage than lower layers, as they would be exposed first.

The characteristic measurement value may be used in two ways. In the first method, the mea-
surement may be used as part of the cryptography, following the particle distribution method
proposed by Kömmerling [Koemmerling, 2000]. The cryptographic key may be derived from
the properties of the protection layer, so that any change in properties makes the cryptographic
key void. A schematic of this method is shown in Figure 2.4. For illustrative purposes the
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Figure 2.3: Top and side view of dual layer protection structure
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Figure 2.4: Block diagram of key generation principle

property of the tamper protection grid is shown as a resistance�capacitance (RC) time delay,
however other measurement methods may also be used. The cryptographic key may be de-
rived directly from the signal by means of some transformation, e.g. using a hash function to
distribute the entropy over all key bits. Without the transformation, the least significant bits
show stronger variability compared to the more significant bits. However, if the resolution of
the property measurement is too low, then the entropy of key values may be too small. The dan-
ger is that an attacker manipulates the protection grid properties to make the properties of the
grid (and cryptographic key) match a second device, creating a clone of the device. To prevent
this, the transformation function may also derive the key from a combination of the grid prop-
erties and (random) ‘pre-key’ bits which are taken from memory or derived from properties of
the security device rather than the grid. However, a hash function also requires error correction
before hashing, otherwise the cryptographic key cannot be recovered reliably. Alternatively, a
low entropy of key values also opens the danger of a brute force key search.

In the second method, the random property may simply be compared to a reference value
stored on the chip, as shown in Figure 2.5. As the properties of the protection layer vary (nat-
urally or deliberately), the chip must initially perform a self-characterisation routine before
first use to determine the reference value. This value could then be stored e.g. in non-volatile
write-once memory directly on the chip [Paul, 2005]. Such a memory may consist of a pair of
minimum-geometry transistors, one of which is damaged during data storage by subjecting it
to a voltage beyond its safe operating envelope. A sense amplifier is used to detect which of the
transistors is damaged [Paul, 2005]. If the properties of the grid and the reference values stored
on the chip are mismatched, a self-characterisation phase may be triggered. Such a scheme
in combination with write-once memory has the advantage that for the initial characterisation
phase, the reference data will be stored correctly. For subsequent mismatches caused by tam-
pering, the renewed data storage attempt will result in the write-once memory being corrupted
and data will not be stored correctly [Paul, 2005]. This mechanism prevents device function,
as the microchip will be stuck in an infinite loop comparing the measurement result with the
value in memory, then attempting to store it, which yields corrupt data that does not match the
measurement result.

The most suitable method of determining grid characteristics depends on the application
and the design details of the security device. If certain features are already implemented in
the security device, e.g. a reference oscillator, then a time delay read-out scheme is the most
cost-efficient and obvious choice. Other constraints may be set by the overall device size, and
availability of space for contact pads, as well as the CMOS fabrication technology. As the focus of
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Figure 2.5: Block diagram of reference comparison principle

this dissertation is the the general evaluation of the suitability of organic electronics for tamper
protection purposes, these schemes should only be considered as examples or suggestions.

2.3 Active protection grids

The inclusion of transistor circuits in the protection grid allows the mapping function between
the contacts of the grid to be more complex than is achievable with resistive tracks. As these
circuits may include amplification and switching, they are termed ‘active protection grids’.

The current through a passive device depends on the voltage between the end points as
well as the I-V-characteristics of the device. Passive devices are essentially combinations of two-
terminal devices. Active circuits, in contrast, include multi-terminal devices such as organic
transistors. As organic thin film transistors (OTFTs) are three-terminal devices, they can be
combined such that the currents through the circuit depend on multiple voltages. As character-
isation by an attacker requires more devices, the probability of damaging the grid in the process
is increased. In addition, the layered structure of transistors compared to simple tracks allows
more parameters to be varied to increase the range of possible unique grid characteristics. The
larger range in circuit characteristics as well as the larger number of probes required for analysis
makes characterisation and emulation more difficult for an attacker.

Organic TFTs may be fabricated either with the source and drain deposited on top of the
semiconductor layer (top contact) or vice-versa (bottom contact) [Dimitrakopoulos and Mas-
caro, 2001]. If the semiconductor material covers the source and drain electrodes, direct probing
of these contacts becomes more difficult to carry out without damaging the transistor. In order
to probe the contacts, the semiconductor layer must be penetrated by the probe needle, which
is likely to damage the transistor either physically, or by short-circuiting different contacts.

An active protection grid may also offer greater sensitivity to depackaging. While organic
conductors have been reported to be environmentally stable [Elschner, 2002], only few environ-
mentally stable organic semiconductors have been reported [Facchetti, 2007]. There also appears
to be a tradeoff between chemical stability and mobility (performance) [Katz, 2004], though
progress is being made to achieve both simultaneously [Tian et al., 2007]. The most impor-
tant factors in environmental degradation of semiconductors are light, water, and air [Facchetti,
2007; Katz, 2004; Klauk, 2006]. Apart from chemical stress, organic semiconductors suffer from
electrical stress, termed ‘bias stress’. The transistor current decreases with prolonged transistor
operation, which is a property of all disordered semiconductors, including amorphous silicon
[Klauk, 2006]. Bias stress may exhibit a reversible and an irreversible component [Gomes et al.,
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2006; Salleo et al., 2005; Sirringhaus, 2005]. Given these limitations, I conclude that transistor
circuits may not be robust enough for application as a protection grid.

Multiple fabrication routes exist for organic semiconductors, such as thermal evaporation
[Dimitrakopoulos and Malenfant, 2002], in-situ polymerisation [Chason et al., 2005], and dry
thermal transfer [Katz, 2004], as well as various printing methods from solution [Klauk, 2006]
including inkjet printing [Kawase et al., 2005]. The applicable fabrication method depends on
the properties of the chosen semiconductors, such as solubility and thermal stability.

2.3.1 Circuit examples

In theory it is possible to create very complex circuits using (organic) transistors. However, the
achievable complexity for active protection grids is limited in practice by the operating voltage,
the switching speed, and the physical dimensions of the transistors.

The achievable transistor dimensions depend on several factors. The resolution of the print-
ing method obviously sets a limit to what size can be fabricated reliably, in particular with
respect to channel length and source/drain contact width [Burns et al., 2003; Sirringhaus et al.,
2000]. The mobility in organic transistors is generally quite low. The best transistors achieve a
mobility of the same order of magnitude as amorphous silicon [Facchetti, 2007], which is still
three orders of magnitude less than typical single-crystalline silicon devices [Streetman and
Banerjee, 2000]. To compensate for the lower mobility and achieve the required current levels,
transistors need to be made wider. The contact resistance between the source/drain contacts
and the semiconductor also reduces the current through the transistor. If the channel length
is too short, the contact resistances dominate the transistor characteristics [Bürgi et al., 2003;
Gundlach et al., 2006; Klauk et al., 2003; Lous et al., 1995; Luan and Neudeck, 1992; Necliudov
et al., 2003; Street and Salleo, 2002; Zaumseil et al., 2003].

The reported operating voltages of organic transistors are of the order of 10s of volts [Chason
et al., 2005; Dimitrakopoulos and Malenfant, 2002; Dimitrakopoulos and Mascaro, 2001; Katz,
2004], which is too high for typical CMOS chips without additions to extend the voltage range.
Fortunately, progress is being made to lower the operating voltages of OTFTs [Liu et al., 2005].
As the traditional smart card operating voltage is around 5 V [Rankl and Effing, 2004], it may
plausibly be assumed that an operating voltage for the protection grid below ca. 10 V is feasible.

As transistor circuits are suitable for both analogue and digital circuits, the protection grid
could in theory also consist of logic gates or memory cells storing a unique key. The digital logic
would need to be designed such that changes in transistor characteristics are detectable, even if
the logical mapping is not altered. For example, changes in transistor characteristics impact the
switching speed, which could be used to indicate damage to the protection grid.

Apart from monitoring transistor circuits for damage, it is also possible to implement chem-
ical sensors using organic semiconductors [Weingart, 2000]. The sensors may be used to either
sense a property of or chemical additive to the packaging (or a separate layer between packag-
ing and sensor), or a property of the environment that is not present when the packaging is in
place. If the chemical added to the packaging is sufficiently volatile, the molecule will evaporate
when the packaging and encapsulation are broken, changing the sensor response. This type of
grid is particularly useful against FIB and SEM attacks, as these typically require vacuum con-
ditions that increase evaporation rates. However, the volatile material will also diffuse through
the packaging. The diffusion rate of the material through the packaging must be low enough
to support sufficient lifetime of the device.

Suitable circuits for active protection grids should allow detection of changes in transis-
tor characteristics to ensure detection of tampering. To work around the size constraints, they
would currently consist of only a few transistors until smaller organic devices are available.
Given the typical high operating voltages of organic transistors, it may be required to use cir-
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Figure 2.6: Schematic of four-transistor bridge

cuits that operate sub-threshold, i.e. below the threshold voltage necessary to turn the devices
fully on.

Two circuits were found to be suitable for implementation of protection grids using current
organic transistor technology. Both circuits are sufficiently simple, and are sensitive to changes
in transistor characteristics. However, organic transistors may not be stable enough to achieve
the required lifetime, which is estimated at several years.

2.3.1.1 Bridge implementation

An example of a simple active circuit is a four-transistor bridge configuration as shown in Fig-
ure 2.6. The gates of the four transistors (X1–X4) as well as the power and ground rails are the
inputs to the circuit. The voltages of the two centre nodes (Y1, Y2) are used as a measure of in-
tegrity. If the transistor characteristics can be varied, the voltages of the centre nodes Y1 and Y2
will differ for the same input voltages, achieving a unique mapping between inputs and outputs
for individual security devices.

The voltage at the centre node of each branch (Y1, Y2) is determined by the voltages at
the transistor gates, and the supply voltage(s). The source of one of the two series-connected
transistors is connected to a fixed voltage. For p-type transistors, and a positive supply voltage,
the source of the top transistor is connected to the power supply. For n-type devices the source
of the lower transistor would be connected to ground. If the (ideal) transistor is in saturation,
the current through the channel is determined by the gate-source voltage (Vgs,1). The source
of the second transistor is tied to the centre node, and the drain of the first transistor. As the
voltage at that node is not fixed, it will adjust to set Vgs,2 for the second transistor such that the
currents through both transistors are equal, as required by Kirchhoff’s Current Law. Using the
ideal metal oxide semiconductor field-effect transistor (MOSFET) equation for the saturation
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region, and assuming equal threshold voltages VT :

c1 � (V (X1) �V dd �V T ) = c2 � (V (X2) �V (Y 1) �V T ) (2.1)

V (Y 1) = V (X2) �
c1
c2

� (V (X1) �V dd) + (1 �
c1
c2
) �V T (2.2)

For non-ideal transistors (many OTFTs) and for transistors in the linear operating region,
the source-drain current is also determined by the source-drain voltage (Vds), altering the sim-
ple relationship. In addition, it is expected that some leakage current is present in fabricated
transistors

The on/off ratio of a transistor is defined as the ratio of minimum to maximum transistor
currents for a given operating voltage range, typically Vgs = 0 V and jVgsj= Vsupply [Katz, 1997;
Kelsall et al., 2005; Schwoerer and Wolf, 2007]. The minimum current is the leakage current
while the maximum transistor current is related to the constant of proportionality ‘c’ in the
equations above. The larger the on/off ratio of a transistor is, the larger is the dynamic range
of the transistor current and the more stable the voltage at Y1/2 with respect to variations in
the leakage currents. With a low on/off ratio of the transistors, it may be the case that a higher
leakage current of one (badly fabricated) transistor exceeds the on-state current of the second
transistor at the target voltages. Small transistor currents also make the bridge circuit more
vulnerable to noise.

Similar to passive protection grids, the characteristics of the circuit could be compared to ref-
erence values stored on the chip, or used as a seed value to generate the cryptographic key. For
the bridge implementation, the (absolute) voltages of the centre nodes for given input voltages
(X1–X4) could be compared to reference values stored on chip. Alternatively, the input voltages
when the bridge is balanced (voltages of Y1 and Y2 equal) could also be used as a metric for in-
tegrity. If the characteristics of individual transistors can be changed (variation in the constants
of proportionality ‘c’, the threshold voltage VT and the leakage current), it is also possible to
generate a unique sequence of balance points for different input voltages. This would enable a
vector of data to be extracted from a single circuit rather than a single datum.

Using the balance point of the bridge as a measure of integrity, it is important to ensure
that an attacker cannot simply short circuit the nodes together or apply a fixed voltage to both
centre nodes. To prevent this simplistic attack, the bridge should be verified to go through an un-
balanced phase before reaching the balance condition. As an example, randomised waveforms
could be applied to the transistor gates (Figure 2.7). The input waveforms would reach the
appropriate conditions for balancing the bridge from time to time, to verify the integrity of the
circuit.

The advantage of a bridge circuit is that it also functions if transistors are not fully conducting
in the sub-threshold region. However, with the reduced on/off current ratio it is also expected
that the sensitivity of the circuit will be reduced.

2.3.1.2 Ring oscillator implementation

Ring oscillators are frequently added to CMOS microchip designs as test structures to monitor
the variations of transistor characteristics for each fabrication run of a chip [Weste and Harris,
2004]. A ring oscillator consists of an odd number of inverters connected in series to form a ring.
The frequency of the ring oscillator varies with layout geometry and transistor (semiconductor)
characteristics. As the outputs of the ring are digital and the measured (analogue) characteristic
is the frequency, a ring oscillator is a very convenient way to avoid precision analogue circuits
for protection grid characterisation. Ring oscillators have been successfully implemented in
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Figure 2.7: Block diagram of detection scheme for four-transistor bridge

organic transistor technology, therefore they may be suitable for protection grids [Baude et al.,
2003].

When used as a protection structure, a timer would be used to determine the delay between
two nodes of the ring oscillator, as shown in Figure 2.8. Altering transistor properties changes
the frequency of the ring oscillator to give the protection grid a unique property. The transistor
geometry, semiconductor properties, and number of inverter stages could all be varied for each
individual security device, so long as the deposition patterns of the organic materials can be
varied dynamically. To determine the timing characteristics using the CMOS security device, a
stable on-chip timer must be implemented. As the switching speed of an inverter may change
with temperature and supply voltage, it must be ensured that the supply voltage and environ-
mental conditions are within specified bounds, using suitable references and sensors [Giustolisi
et al., 2003; Sanchez et al., 1997].

2.3.1.3 Embedded gates

Some reported organic TFTs are deposited on a silicon wafer covered by a thin silicon diox-
ide insulator. The silicon wafer acts as gate electrode, and the oxide as gate insulator [Dim-
itrakopoulos and Malenfant, 2002; Dimitrakopoulos and Mascaro, 2001; Facchetti et al., 2005;
Halik et al., 2003; Kymissis et al., 2001; Necliudov et al., 2000; Wang et al., 2005]. This configura-
tion is known as the ‘bottom gate’ configuration, as the gate is the lowest layer. An adaptation
of this design may be implemented in active protection grids, if the top metal layer of the se-
curity device is used as a gate and the chip passivation as gate dielectric. The semiconductor
material and source and drain contacts would be deposited directly on the chip surface. The
advantage of this transistor structure is the simplified structure of the protection grid achieved
by eliminating separate gate electrodes and gate dielectric. As the gates do not require contact
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Figure 2.8: Function of ring oscillator embodiment
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pads and pad drivers, I estimate that the consumed area on the chip is comparable. A second
advantage of this scheme is the increased difficulty to probe the gate voltages of the transistors
below the robust silicon nitride passivation of the microchip without damaging the protection
grid. The disadvantages of this scheme are the reduced layout flexibility (fixed positions of the
transistors) compared to all-polymer TFTs, and the position of the protection grid directly on
top of the chip, rather than on a topographical interface layer.

2.4 Evaluation procedure

The evaluation of organic protection grids will focus on passive protection grids, as organic con-
ductors are reported to be chemically stable and are thus most likely to meet the requirements.
The stability of organic transistors is lacking to date. Therefore only simple transistor circuits
are evaluated in place of full active protection grids. The measurements may be useful to derive
requirements for transistor performance, should stable transistors become available.

For organic electronic materials to be feasible as a protection grid, requirements in terms of
fabrication, security, and lifetime must be met. The passive protection grids are evaluated in
three stages. First, a suitable organic conductor is chosen, and a reliable fabrication method is
developed for the proposed structures. Once it is possible to make protection grids reliably, the
security properties of the grids are evaluated. Independent of which readout scheme is chosen,
tampering is detected by changes in the electrical properties of the protection grid lines. To
complete the evaluation, the robustness of protection grids to environmental influences and
ageing must be evaluated. A prototype grid for both passive and active protection grids is also
assembled to test the properties and sensitivity readout schemes.
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3
Chapter Three

FABRICATION OF TAMPER

PROTECTION GRIDS

3.1 Introduction

While the currently used metal protection grids are simple to implement and do not require
sophisticated sensors, they have the problem that they are encapsulated under an inert and ro-
bust encapsulation layer. They easily survive even aggressive depackaging methods [Anderson
and Kuhn, 1996]. An alternative system to the metal grids is implemented in the IBM 4758 se-
cure coprocessor module [Dyer et al., 2001]. It consists of a conductive grid on a polyurethane
membrane surrounding the module, which is easily damaged in a depackaging attempt. While
it allows the module to detect tampering, it requires a battery for monitoring the integrity of
the membrane. Due to the cost and size constraints of small scale security devices, this con-
cept is not feasible to implement on a microchip. So far, such simple yet responsive protection
grid systems for microchips are lacking, prompting the proposal of organic electronics for this
application.

Organic electronics have attractive properties for protection grids. These materials can be
produced cheaply [Heeger, 2001], are stable [Heeger, 2001], and are suitable for low-cost addi-
tive fabrication methods which minimise waste [Burns et al., 2003; Chen et al., 2003]. Additive
fabrication methods contrast with lithography, the standard method for patterning in CMOS de-
vice fabrication, where a large percentage of consumed materials are wasted [Franssila, 2004].
The grids should be given unique properties which are likely to be altered if the packaging of
the device is tampered with (which is lacking in the IBM 4758). If the properties of the grid
can be verified by the security device, the device will not have to constantly monitor the grid
for anormalities. Verifying the grid before carrying out sensitive operations will be sufficient
to protect the device against invasive attacks that require the chip to be powered on. This in-
termittent testing scheme thus saves the expense of a battery, which is critical for a small scale
security device.

In this chapter, the fabrication of passive protection grids will be explored. The require-
ments for reliable fabrication of protection grids are predictable properties, a low defect rate, a
low cost overhead, as well as dynamic pattern variation to ensure unique properties. The elec-
trical properties should fall in a range that can be measured by a standard CMOS microchip.
The required conductivity range depends on the chosen integrity metric (RC time delay, abso-
lute resistance, or resistance ratios) and circuit for readout. While the choice of integrity metric
and circuit are part of the design of the security device, a current of at least several µA at typ-

43



ical operating voltages will be required to carry out stable measurements. This current range
corresponds to less than ca. 1 MΩ of resistance. In addition, good electrical properties require
stable, ohmic contacts to the aluminium contact pads of the security device.

One of the most stable organic conductors is poly(3,4-ethylenedioxythiophene) (PEDOT)
doped with poly(styrenesulfonate) (PSS) [Bantikassegn and Inganäs, 1997; Groenendaal et al.,
2000; Heeger, 2001], therefore it was used to evaluate passive organic protection grids. It is
commercially available as an aqueous dispersion from H.C. Starck [Starck, c]. For brevity, the
PEDOT:PSS dispersion will be referred to as PEDOT in this dissertation. Even though other
dopants exist for PEDOT [Bantikassegn and Inganäs, 1997], PSS is the most common dopant
used in organic electronics [Groenendaal et al., 2000].

A versatile patterning method that is compatible with PEDOT is (drop on demand) inkjet
printing [Burns et al., 2003; Chen et al., 2003]. The advantage of drop on demand inkjet printing
is the low cost, and flexibility of deposition pattern. The low fabrication cost of inkjet printing
compared to lithographic patterning of metals is partly due to the faster turnaround time (no
vacuum necessary). In addition, only the required pattern is deposited, therefore no material is
wasted. Inkjet compatible self-aligned patterning techniques have also been developed to yield
gap sizes between adjacent lines of sub 100 nanometer dimension [Sele et al., 2005]. Another
advantage of inkjet printing is the compatibility with organic transistor fabrication [Burns et al.,
2003; de Gans et al., 2003; Kawase et al., 2005; Lim et al., 2006; Liu et al., 2005; Speakman et al.,
2001; Stutzmann et al., 2003], which is required for active protection grids.

To develop a fabrication method for organic protection grids, several issues must be ad-
dressed. First, the parameters of the inkjet printing process need to be adjusted to achieve good
print quality. In the next stage, the composition of the PEDOT ink and the conductivity range
are evaluated. For a low defect rate, printing on top of a standard microchip and a selection
of other substrate materials must be reliable. The electrical connection to the aluminium bond
pads of standard CMOS microchips is examined and stabilised.

3.2 Printing setup

3.2.1 Printer

The printer used for fabrication is a custom-built inkjet printer located in a normal laboratory
rather than a clean room. A detail photo of the print stage is shown in Figure 3.1. The print
head is taken from an Epson Stylus Color II printer, and uses piezo technology to eject ink
droplets [Epson]. The print head mechanically ejects ink drops, by means of electrically induced
deformation of a piezo crystal. In comparison, a thermal inkjet print head boils the ink to eject
the drops [Le, 1998]. The advantage of the mechanical ejection method is a larger range of
printable inks, as there is no requirement on temperature stability and boiling point.

The print head is held fixed during printing while the sample is moved under the print
head with the X–Y-stage. The Z-stage may be used to adjust the gap between print head and
sample. The standard gap is ca. 1–2 mm to prevent the print head touching the sample, but
small enough not to impact print quality. Ink is fed from the reservoir vial to the print head via
a plastic tube. Drying time may be shortened by wafting the sample with a slow flow of dry
nitrogen gas. High gas flow rates displace the ink droplets on the substrate, and thus degrade
the print quality. There is a camera mounted below the X-Y stage for monitoring the printing
process. The print head is controlled via a custom LabView program on a PC (not shown).
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Figure 3.1: Inkjet printer used for fabrication
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3.2.2 Printing preparation and procedure

Before running the printer, the print head must be rinsed thoroughly with de-ionised (DI) wa-
ter. This removes old ink deposits and clears clogged nozzles. It is advisable to filter cleaning
water and ink before use in the printer to remove clotted ink particles and dust. By running the
printer with the rinsing water, it can be checked whether the print head has enough functioning
nozzles available before loading the PEDOT ink. After the ink is loaded, drops of ink should
be ejected continuously from the nozzles (idling mode) to prevent the ink drying and clogging
the nozzles. The print head can be moved away from the samples for maintenance and during
idling periods to prevent soiling of the sample. One or more functioning nozzles should be
selected for printing, as well as the desired layout pattern.

The sample should be cleaned (at least in acetone, isopropanol (IPA) and DI water) before
use, and placed alongside a blank/idling slide. For best printing results, one or two repetitions
of the structure should be printed on a blank slide before printing the pattern on the sample
slide. This allows the motion stages and air flow to reach their steady state during printing. The
blank slide may also be helpful for adjusting the position of the monitoring camera to observe
the printing process, without carrying out a print run.

3.3 Printing method and ink composition

Print quality and repeatability depend on several parameters. Before landing on the substrate,
droplets may be deflected by statistical variations in the ejection angle from the nozzle, and also
by the air flow between print head and substrate. Air motion is caused by a thin boundary layer
of air adhering to the moving sample [Schlichting and Gersten, 2000], as well as the exhaust fan
above the printer and the nitrogen waft (if used). The achievable positional accuracy of the ink
droplets may also be limited by the motion and spreading of droplets on the substrate [Sirring-
haus et al., 2000]. A smaller print gap reduces the impact of variations in ejection angle and air
flow.

In addition to the positional accuracy of droplets, lower polymer concentrations in solutions
influence the formation of satellite drops, which may degrade the printing results [de Gans et al.,
2003]. Higher concentrations of polymer in the ink result in higher viscosity of the ink and faster
drying, which is beneficial for print quality, but may lead to nozzle clogging if the ink in the
nozzle dries between the ejection of droplets. If the viscosity of the ink is too high, the friction
resisting flow through the nozzle capillary is larger than the force applied to the fluid by the
piezo crystal, preventing drop ejection altogether.

To control the viscosity and drying properties, the aqueous PEDOT dispersion may be di-
luted with DI water. The PEDOT lines may also be made from several layers to reduce the effect
of individual mis-placed drops. If the conductivity of PEDOT is found to be too low for a certain
grid design, additives may be required to increase conductivity of the PEDOT ink. Dimethyl
sulfoxide (DMSO) is a solvent recommended by the supplier for this purpose [Starck, a].

3.3.1 Sample space

For investigation of print quality and conductivity characteristics, a range of ink compositions
and different print settings were trialled. To control viscosity, three dilutions of PEDOT with
DI water were compared: neat PEDOT as supplied by H.C. Starck, 1:1 dilution with water and
1:2 dilution with water. For conductivity enhancement, the following compositions of PEDOT,
water and DMSO were tested: 1:2:0.1 ,1:2:0.2 , 1:2:0.5, 1:2:1.
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(a) 1:2 PEDOT:water diluted ink (b) 1:1 PEDOT:water diluted ink (c) neat PEDOT

Figure 3.2: Formation of satellite drops degrading print quality

3.3.2 Print quality

3.3.2.1 Drop size

The drop size as printed on glass substrate was measured to determine the default line width
and suitable drop spacing. Sample geometry was measured using an Olympus BX-60 micro-
scope with a magnification range of 50�–1000� and a calibrated camera and measurement soft-
ware package. The drop diameter was measured to lie between 70 µm and 80 µm. The diameter
of the visible satellite droplets for the 2:1 diluted PEDOT (Figure 3.2(a)) was measured to be 33
µm. For good overlap of droplets for a continuous line, a drop spacing of 40 µm was chosen.

3.3.2.2 Multi-pass printing

To form a continuous line, individual drops of ink are printed to overlap. Surface tension forces
liquids to minimise their surface area [de Gennes et al., 2004], which on a flat surface is a dome
shape. If overlapping drops are printed, the surface area is not minimal, therefore surface ten-
sion will exert a force to merge multiple drops to a larger single drop, obviously breaking the
intended pattern. The extent of merging depends on the surface wetting properties, which de-
termines how mobile freshly deposited ink drops are, as well as the drying time of the ink.

To avoid printing overlapping wet drops, the printer software was modified to allow fine
grain control of the printing process. Apart from choosing the desired pattern, parameters
such as drop spacing and number of passes per layer can be controlled. When printing lines in
multiple passes (e.g. n passes), only every nth drop of a pattern is printed in each pass. After
a pass, the deposited ink is allowed to dry. In the next pass, the group of drops which has the
furthest distance to the previously printed drops is printed. For the second pass this would
correspond to around bn

2
c. For example, in a four-pass print, drops 1,5,9. . .would be printed in

the first pass, then 3,7,11. . . , and in the last two passes drops 2,6,10. . . and 4,8,12. . .
Figure 3.3 shows a microscope photo of printing 1:2 diluted PEDOT on glass, at a target drop

spacing of 40 µm. The single pass print at the top of Figure 3.3 shows an irregular print result,
as a result of fluid motion after deposition. In the two pass print, the drops printed in the same
pass theoretically have a drop spacing of 80 µm (second from top), matching the previously
measured drop diameter. This should leave individual drops with just enough space not to
be in contact with each other. However, the positional and size variations of ink deposition
and temporary expansion at impact are too large to prevent the wet drops from overlapping
and merging. In contrast to the first two lines, the results for three (spacing 120 µm) and more
passes are substantially better, showing no evidence of merging, and in turn a more regular
print result.
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The conclusion from Figure 3.3 is that the choice of number of passes is arbitrary above three
for this specific drop spacing and diameter. More generally, the number of print passes should
be chosen to result in a drop spacing larger than the drop diameter plus the positional variation
of deposition. Four-pass printing is most symmetrical, in the sense that each drop reaching the
surface will either have two or no neighbouring drops when reaching the surface. For some ink
compositions or substrate materials it may be possible that the dry ink on the substrate has an
influence on the surface area and energy of a freshly deposited drop, resulting in displacement
of the drops. The symmetry of either having no or both neighbours helps to keep motion or
spreading of drops equal in both directions, thus ensuring continuity of the printed line.

3.3.2.3 Effect of PEDOT dilution on print quality

The effect of polymer concentration and viscosity on the formation of satellite droplets predicted
in literature [de Gans et al., 2003] is clearly visible for diluted PEDOT. Figure 3.2 shows photos
of PEDOT lines printed under identical conditions, but with different grades of dilution. Fig-
ure 3.2(a) shows the satellite droplets resulting from 1:2 PEDOT:water dilution at the top of the
line. It can be seen that these drops are significantly smaller than the main PEDOT drops form-
ing the line (ca. 33 µm diameter). As the satellite droplets are lighter than the main drops and
travel at a slower velocity [de Gans et al., 2003], the air flowing perpendicular to the direction
of printing caused by the fume extraction pushed the drops next to the main PEDOT line. This
effect increases the minimum distance lines can be printed next to each other without short cir-
cuiting. For higher polymer concentrations, no satellite droplets are visible next to the PEDOT
line. The printing result for 1:1 diluted PEDOT, shown in Figure 3.2(b), is free from satellite
droplets. Increasing the perpendicular air flow did not cause satellite droplets to appear in 1:1
diluted ink. Neat PEDOT ink with the highest polymer concentration also showed no satellite
droplets on the substrate, as can be seen in Figure 3.2(c). However, neat PEDOT dries relatively
quickly, clogging nozzles even during a print run.

3.3.2.4 Drying time

The drying time of the ink has an influence on the time that drops are mobile on a substrate,
and potentially merge or travel away from their intended position. As the ink on the substrate
must be allowed to dry between print passes and layers, the drying time of the ink also has a
significant influence on the total printing time. Depending on the length of pause between print
passes, the drying time also determines the potential for nozzle failure due to ink drying in the
print head.

For pure diluted PEDOT the drying time was found to be of the order of several seconds.
Print passes can be run continuously, with the setup time of the motion stage and print pattern
data between passes being sufficient to allow drying of the most recently deposited ink drops.
When DMSO was added to the PEDOT, the additional drying time significantly increased be-
tween passes (added to the setup times) beyond 20 seconds. The likely cause for this is the
significantly higher boiling point of DMSO at 189 ◦C [Aldrich, accessed 2nd Sept. 2008] which
reduces the evaporation rate.

As the relative humidity of the surrounding atmosphere determines the evaporation rate
of the droplets [Hu and Larson, 2002], drying time can be reduced by reducing the humidity
around the sample. It was found that a very weak waft of nitrogen could reduce the drying
time significantly. In order to minimise impact on print quality, the flow of nitrogen gas was
dispersed around the sample to form a cloud of dry gas around the sample. Introducing the
nitrogen drying aid reduced the required additional drying time back down to ca. 2 to 4 seconds
depending on line length.
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Figure 3.3: Printing of 1:2 PEDOT:Water in 1-5 passes
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3.3.3 Electrical results

3.3.3.1 Electrical measurement setup and procedure

To determine the electrical characteristics, 1600 µm-long, resistive PEDOT lines were printed
on clean glass microscope slides. The samples were transferred to a probe station where the
lines were probed with tungsten probes. The I-V measurement was carried out as a four-point
measurement with a HP4156A semiconductor parameter analyser. Four probe needles were
brought into contact with the PEDOT line directly without contact pads. The voltage range
chosen for the measurements was -5 V to 5 V, corresponding to the traditional smart card op-
erating voltage [Rankl and Effing, 2004]. The measurements were carried out as a dual sweep,
i.e. the voltage was scanned from -5 V to 5 V and back again in steps of 0.1 V. The dual sweep
is used to identify problems such as bad, non-ohmic contacts as well as degradation or other
changes in the sample, which typically result in hysteresis between the two directions of sweep.
Measurements were carried out on ten samples each per configuration.

It was found that the thin layer of PEDOT offers little mechanical stability when in phys-
ical contact with tungsten probe needles. Good contact properties require a minimum cross-
sectional area, which in turn requires the probe needles to penetrate the material rather than
simply touch the surface. When lowering probes onto the substrate, the bending of the needle
and the (non-orthogonal) angle of lowering move the sample, breaking the PEDOT line at the
points where the other probes are already in contact with the sample. While the low physical
robustness may be good in a tamper-proofing context, it makes lowering four probes onto the
same resistor time-consuming to achieve. It was also found that PEDOT debris collecting on
the probe needles introduced additional contact noise, therefore the debris had to be removed
frequently. Comparing measurements on the same PEDOT line before and after cleaning the
probes with a moist, lint-free wipe confirmed that debris degrades the electrical contact quality.

As PEDOT has a comparatively high resistance, it had to be evaluated to see if light had an
influence on conductivity measurements. The fewer free charge carriers that are available in
a material, the more the carriers generated by the impact of photons are relevant for electrical
conduction. This effect is especially visible in semiconductors. If the energy transmitted by a
photon is roughly equal or slightly larger than the band gap energy of a semiconductor,hν �E g,
then the photon may generate an electron-hole pair on impact. This increases the number of free
carriers that can participate in conduction [Streetman and Banerjee, 2000]. The light senstivity
in turn skews conductivity measurements.

The low physical robustness of PEDOT created problems when closing the probe station
to carry out measurements in darkness. The unavoidable vibrations caused by the cover of
the probe station were found to cause the probe needles to break the lines and contacts. As
I-V measurements in light and dark conditions were found to be identical, measurements were
carried out without closing the probe station cover to avoid breakage of the PEDOT lines.

3.3.3.2 Resistance of diluted PEDOT

The impact of DI water dilution on PEDOT conductivity was evaluated. The resistance per unit
length (and layer) was determined for the three concentrations chosen earlier. As the drops of
diluted PEDOT ink contain less conducting material per unit volume compared to the undiluted
ink, the resistivity is expected to increase. The line width for all concentrations was measured
to be nearly constant (ca. 75 µm for neat PEDOT, and ca. 79 µm for the diluted PEDOT, similar
to the drop diameter). Therefore it is expected that the resistivity of the 1:1 diluted PEDOT is
double the value of neat PEDOT, consistent with halving the amount of conducting material in
the line same width line. For a 1:2 dilution, the solid PEDOT contents should be one third that
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Figure 3.4: Resistance p.u. length per layer of PEDOT vs water dilution

of neat PEDOT ink, corresponding to a tripling of resistivity. As can be seen from Figure 3.4,
the resistivity increases with addition of water, but at a slightly lower rate than predicted.

To achieve higher sample conductivity, it is possible to print multiple layers of PEDOT on
top of each other. This also has the advantage of reducing the variation of the measured conduc-
tivity due to variations in the printing process, as e.g. caused by badly placed drops. The more
layers that are printed in parallel, the smaller the impact of individual misplaced drops on the
overall cross-sectional area. As the measured width of the PEDOT line did not increase signifi-
cantly with additional layers, one can assume that additional layers increase the cross-sectional
area linearly. Figure 3.5 shows a log-log plot of resistance per unit length against the number of
layers for each of the three PEDOT dilutions. For identical resistors in parallel, theory predicts a
resistance decrease per layer with a slope of -1 in a log-log plot. This corresponds to the inverse
relationship of total resistance for parallel resistors described by Ohm’s law. A linear fit of R vs.
log(number of layers) for the graphs in Figure 3.5 gives slopes of -1.054 for 2:1 dilution, -1.013
for 1:1 dilution and -1.171 for neat PEDOT (taken from only three points), which corresponds to
theory. This result confirms the validity of the assumption that additional layers add a constant
cross-sectional area. Therefore conductivity and resistivity are expressed per layer and length.

3.3.3.3 Resistance of PEDOT with DMSO

As recommended by the PEDOT supplier, DMSO may be used as a conductivity-enhancing ad-
ditive [Starck, a]. The conductivity of PEDOT/DMSO was determined for a fixed PEDOT:water
ratio, with varying amounts of DMSO additive. The range of DMSO addition was varied be-
tween 10% and 100% of the amount of PEDOT by volume. The result is shown in Figure 3.6. The
resistivity decreases by a factor of 43 compared to pure PEDOT when 10% DMSO is added, and
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Figure 3.5: Resistance p.u. length of PEDOT lines vs number of layers

a factor of 182 for an addition of 20% DMSO. While further addition of DMSO further increases
conductivity, the additional DMSO content has an adverse effect on printability, as can be seen
in the optical microscope images in Figure 3.7 (taken for four-layer lines).

Additional DMSO increases the required inter-layer drying time, as well as the travel dis-
tance on the substrate and the surface roughness [Garnett and Ginley, 2005]. The increased
surface roughness is also visible in Figure 3.7 as thin light or dark lines on the samples. While
1:2:0.5 was still printable at a slow rate (15s additional waiting time between layers with N2

waft), 1:2:1 was found to be severely limited in terms of drying time and print quality and not
practically usable for any more than this initial conductivity measurement. The lines for 1:2:1
PEDOT composition were frequently (> 80% of lines) found to have gaps due to travelling drops,
even for multi-layer lines, visible towards the top of Figure 3.7(d). A plausible explanation is
that the slight reduction in surface area/energy due to a dry drop on the substrate is sufficient
to cause wet drops to travel and deposit on top of the dry drop. It is also worth noting that
the addition of DMSO increases the variance of the measured resistivity. This effect is most
probably caused by the less uniform cross-sectional area. Visual inspection shows that surface
roughness is increased and uniformity of the line width is reduced. These effects are visible
when comparing Figure 3.7 to Figure 3.2.

3.4 Substrate materials

Apart from the drop ejection of the print head, the surface properties of the substrate material
(e.g. wetability/degree of hydrophobicity) also determine the overall line quality and geometry
of the inkjet printed PEDOT lines. Microchips are typically passivated with Silicon Oxide (SiO2)
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Figure 3.6: Resistance p.u. length per layer of PEDOT vs. added DMSO

and Silicon Nitride (Si3O4) [Van Zant, 2004]. By printing PEDOT lines on the sample microchip
dies, it was found that the passivation of the chip surface is hydrophobic to the extent that inkjet
printing of continuous PEDOT lines is not possible. Figure 3.8(a) shows the printing result on
a microchip die. Continuous PEDOT lines are visible on the square aluminium contact pads
of the microchip, however these lines are broken on the passivation layer in between the pads.
This preliminary test reveals that printing of PEDOT onto a chip for the proposed protection
grids is not possible without modifications.

There are two ways to solve this problem. The first possibility is the introduction of an in-
terfacial layer between the silicon nitride surface and the PEDOT protection grids. This way,
printing on the hydrophobic silicon nitride surface is simply avoided. This type of structure
was also proposed in the context of a topographical surface profile. Several interfacial materials
are tested: Araldite epoxy was chosen to emulate standard epoxy packaging material and adhe-
sive [Anderson and Kuhn, 1996]. AZ5214E photoresist is patternable by ultra-violet light (UV)
exposure. As the contact pads must remain clear for making contact to the protection grids as
well as for the bonding/packaging process, patternability is advantageous. Photoresists have
been proposed for structural material in Micro Electro-Mechanical Systems, also known as ‘mi-
crosystems’ (MEMS) products [Conradie and Moore, 2002; Lorenz et al., 1998], confirming their
suitability for permanent features in addition to their standard short-term use in lithography.
Poly(vinyl phenol) (PVP) is a spin-coatable insulator that may be used as gate insulator in OTFTs
[Kawase et al., 2005; Stutzmann et al., 2003], and can be patterned using inkjet printing methods
[Kawase et al., 2001].

A necessary requirement for good wetting is for the solid surface tension to be larger than the
liquid surface tension [Berg, 1993], so the second possibility to allow printing on hydrophobic
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(a) 1:2:0.1 (b) 1:2:0.2 (c) 1:2:0.5 (d) 1:2:1

Figure 3.7: Print quality for lines with varying ratio of PEDOT:water:DMSO

surfaces (such as silicon nitride) is to reduce the surface tension of PEDOT by means of a sur-
factant [Ferri and Stebe, 2000]. Surfactants are molecules consisting of two parts, a hydrophobic
portion and a hydrophilic group attached to it [Aldrich, accessed 5th Sept. 2008]. In addition to
lowering the surface tension, the addition of surfactant also reduces the surface roughness of
PEDOT with added DMSO [Garnett and Ginley, 2005].

3.4.1 PEDOT printed on silicon nitride surface

A small number of microchip dies were available from another student’s failed chip fabrication
run, which were used to test the printability on the surface. However, these dies were unsuitable
for electrical tests due to their small size and comparatively large aluminium contact pad area.
Therefore the microchip surface was substituted with silicon nitride coated glass. Corning glass
coated with 500 nm plasma-enhanced chemical vapour deposition (PECVD) silicon nitride was
acquired from the Rutherford Appleton Laboratory (RAL).

Compared to the microchip surface, the PECVD silicon nitride coated samples were slightly
less hydrophobic. While it was not possible to print directly onto a chip with 1:1 diluted PE-
DOT, printing succeeded on the substitute PECVD silicon nitride. Figure 3.8 shows photos of
PEDOT printed on both types of silicon nitride sample. Figure 3.8(a) shows the failed printing
attempt on the microchip surface. The printed lines on the aluminium pads (white squares)
are clearly visible. Only patches of lines are visible between the aluminium pads. Figure 3.8(b)
shows lines with 2,4,6,8,10 layers (top to bottom) printed on the PECVD silicon nitride. Visu-
ally comparing the lines to those printed on glass (e.g. Figure 3.2(b)), one can clearly see the
tendency for droplets to travel on the substrate and combine to larger drops on silicon nitride.
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(a) Sample microchip (b) Silicon nitride coated glass substrate

Figure 3.8: Print quality of PEDOT on silicon nitride

For more diluted PEDOT and for PEDOT with DMSO additive, printing failed for the silicon
nitride produced by RAL as well as for the microchip samples.

Figure 3.9 shows a log-log plot of the PEDOT resistivity vs. the number of printed layers of
1:1 diluted PEDOT printed on PECVD silicon nitride and on glass. Both samples have identical
conductivity between 4 and 8 layers, showing that silicon nitride and glass have comparable
influence on PEDOT. The data point for two layers is unreliable due to the large influence of
printing faults on conductivity.

3.4.2 Print quality on interfacial layers

For qualitative comparison of the printing properties, PEDOT lines printed with 2 to 10 layers (in
steps of 2 layers) are shown in Figure 3.10. All lines are printed with 1:1:0.2 PEDOT:water:DMSO
ink. As a reference, Figure 3.10(a) shows lines printed on a glass substrate. For epoxy and PVP
substrates (Figures 3.10(b) and 3.10(d)), the individual drops are clearly defined compared to the
other substrates. The well-defined print is evidence of a reduced travelling distance of the drops
on the substrate. The dark spots in the epoxy substrate are small air bubbles remaining from the
mixing of the resin and hardener. The light striations on the PVP substrate are shallow surface
features originating from the radial flow during spin coating. The print quality on AZ5214E
photoresist (Figure 3.10(c)) is also satisfactory, though not as clearly defined as for PVP and
epoxy.

3.4.3 Conductivity of PEDOT on epoxy interface layer

To test the influence of epoxy as substrate material on the conductivity of PEDOT, a glass slide
was coated with a thin layer of epoxy. The edge of a second glass slide was used as a doctor blade
to spread out a thin layer. Using this spreading method, it is possible to give the epoxy layer a
deliberately uneven surface, and to thus create an irregular topographical surface (Figure 3.11).

The resistivity for pure PEDOT (1:1 diluted with water) and PEDOT with DMSO (1:1:0.2)
is shown against numbers of layers in Figure 3.12. For pure PEDOT, the two curves coincide,
showing that epoxy has no influence on the conductivity. For PEDOT with DMSO additive, a
difference in resistivity of a factor of two was determined (Figure 3.12(b)). The precise cause
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Figure 3.9: Resistivity vs. layers for silicon nitride substrate
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(a) Glass substrate (b) Epoxy substrate

(c) Az5214e substrate (d) PVP substrate

Figure 3.10: PEDOT lines on different substrate materials,
using 1:1:0.2 PEDOT:water:DMSO ink

for this difference is not known, but may lie in the slightly different line geometry and print
quality compared to glass (Figure 3.10). Another possibility is the interaction of DMSO with
the Araldite epoxy, however this would require further investigation beyond the scope of this
dissertation.

3.4.4 Conductivity of PEDOT on photoresist interface layer

The AZ5214E photoresist was spin-coated onto a glass slide at 4000 rpm for 30 s, then pre-baked
for 50 s at 110 ◦C, and immediately developed with 1:4 diluted AZ400K developer. This recipe
makes AZ5214E a positive photoresist, and development without prior UV exposure leaves a
blanket layer in place. For patterning, a UV exposure step would be included with the desired
pattern as holes or transparent areas in the mask.

Figure 3.11: Topographic epoxy substrate
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(a) Pure PEDOT ink
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(b) PEDOT ink with DMSO additive

Figure 3.12: Resistivity vs. layers for epoxy interfacial layer
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The measured resistivities of PEDOT on glass and photoresist are shown in Figure 3.13. The
resistivities on photoresist are identical to the ones measured on glass for pure PEDOT (Fig-
ure 3.13(a)), showing that no interaction takes place between the two materials. However, the
resistivity of PEDOT with DMSO (Figure 3.13(b)) is measured to be lower on epoxy compared
to glass for lines with less than eight layers. The slope of the graph deviates from the expected
1/x relationship, which indicates that the simple per-layer resistivity model is not valid in this
case.

3.4.5 Conductivity of PEDOT on PVP interface layer

PVP has been reported to be used as a gate insulator of OTFTs [Kawase et al., 2005; Stutzmann
et al., 2003], therefore it is known to be compatible with organic semiconductors. Epoxy and
photoresist may not necessarily be compatible. As PEDOT is a conductor, it may be printed on
top of PVP as the gate electrode of OTFTs [Burns et al., 2003; Chason et al., 2005; Kawase et al.,
2005; Liu et al., 2005; Stutzmann et al., 2003]. Thus, apart from using PVP as an interfacial layer,
the interaction of PEDOT and PVP is also relevant for transistor characteristics.

PVP insulator was spin coated from isopropanol solution (70 mg/ml) at 2000 rpm for 30 s
onto a glass slide. This results in a ca. 1 µm thick layer. After drying on a hot plate (80 ◦C) in air
for several minutes, PEDOT lines were printed on the layer both with and without conductivity-
enhancing DMSO additive. The same ink composition was used as for the previous measure-
ments, 1:1 PEDOT:water and 1:1:0.2 pedot:water:DMSO.

The graph of resistivity vs. number of layers is shown in Figure 3.14 on PVP and on glass
substrates. For pure PEDOT (Figure 3.14(a)) the resistivity matches well, similar to the previous
measurements. However, for the samples printed with added DMSO, the resistance on PVP
is significantly higher than that of PEDOT/DMSO printed on glass (Figure 3.14(b)). For four
layers, the difference is a factor of ten, and for ten layers a factor of five. This difference cannot
be explained by geometric differences alone, particularly given that the print quality on PVP is
very regular (Figure 3.10(d)). The difference between the two ink compositions printed on PVP
is the addition of DMSO. Given the relevance of PVP for OTFT fabrication, the interaction of
DMSO with PVP was investigated. A simple solubility test (PVP powder immersed in DMSO)
revealed that PVP has fast solubility in DMSO at room temperature. A powder generally has a
larger surface area, thus greater solubility compared to a blanket surface coating. Single drops
of DMSO from a pipette were therefore also applied to a dried PVP substrate layer. It was shown
that DMSO dissolves PVP fast enough to remove the interfacial layer with only a few seconds
of interaction, which is of the same time scale as the drying time of the PEDOT ink. While these
tests aren’t quantitative, it can nevertheless be concluded that re-dissolution of PVP will have
taken place. The higher resistivity of the PEDOT lines makes it plausible that re-dissolved PVP
may have been incorporated in the PEDOT line.

3.4.6 Surfactant to relieve surface tension

As a high surface tension of PEDOT ink may be the cause for wetability problems, the effect of
the reduction of ink surface tension on the printability was examined. A suitable surfactant for
addition to PEDOT dispersion is Surfynol 104E produced by Air Products. The surfactant is
listed by the supplier of PEDOT as one of the recommended surfactants for PEDOT processing
[Starck, a]. An ink composition of PEDOT:Water:DMSO:Surfynol 1:1:0.1:0.01 was used for the
test. This ink composition was chosen as a compromise between printability (without surfac-
tant) and conductivity. 1:1 diluted PEDOT was shown to be barely printable on PECVD silicon
nitride by itself. As DMSO is the culprit for degradation of print quality, only a small amount
was added. The addition of 10% DMSO was determined as the minimal amount necessary to
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(a) Pure PEDOT ink

2 3 4 5 6 7 8 9 10
1e+7

2e+7

3e+7

4e+7

5e+7

6e+7
7e+7
8e+7
9e+7
1e+8

2e+8

Number of layers

R
es

is
ta

nc
e 

p.
u.

 le
ng

th
 (Ω

/m
)

 

 
AZ5214E photoresist substrate
Glass substrate

(b) PEDOT ink with DMSO additive

Figure 3.13: Resistivity vs. layers for photoresist interfacial layer
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(a) Pure PEDOT ink
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(b) PEDOT ink with DMSO additive

Figure 3.14: Resistivity vs. layers for PVP layer

61



2 3 4 5 6 7 8 9 10
3e+7

4e+7

5e+7

6e+7

7e+7

8e+7
9e+7
1e+8

2e+8

3e+8

Number of layers

R
es

is
ta

nc
e 

p.
u.

 le
ng

th
 (Ω

/m
)

 

 
PEDOT with Surfynol
PEDOT without Surfynol

Figure 3.15: Resistivity vs. layers for PEDOT/DMSO on glass

achieve a significant increase in conductivity (Section 3.3.3.3). The results of the electrical char-
acterisation of PEDOT with and without added Surfynol on glass are shown in Figure 3.15. It
can be seen that the conductivity of both compositions are of the same order of magnitude,
with a lower resistivity of PEDOT with Surfynol. This conductivity-enhancing effect was also
observed by Garnett et al. [Garnett and Ginley, 2005].

While the addition of surfactant allows PEDOT to be printed directly on silicon nitride, the
goal of reliable fabrication is not yet achieved. After printing several samples or layers, the sub-
strate became flooded with PEDOT ink. As this problem occurred repeatedly, an investigation
was carried out.

The ink is held in the nozzles of the print head by capillary forces until expunged by the
piezo crystal [Le, 1998]. The capillary forces are created by the surface tension [de Gennes et al.,
2004], therefore the reduction in surface tension also reduces the forces retaining the ink in the
nozzles. For the Epson Stylus Color II print head used in this print setup, the nozzles must
therefore be too large to prevent the ink from seeping through and collecting on the nozzle
plate. The image series in Figure 3.16 shows the progress of ink seepage during normal idling
(ink ejection to prevent nozzle clogging) operation. Initially, a small drop collects at one of the
printing nozzles, marked ‘1’ in Figure 3.16(a). After a short time (of the order of 1 minute)
the drop grows to cover more nozzles (’1’ in Figure 3.16(b)). The lighter streaks marked ‘2’ in
Figures 3.16(a) and 3.16(b) are correctly expunged ink drops from the print head. Finally, the
drop on the nozzle plate expands to cover all nozzles (Figure 3.16(c)). After the drop reaches a
critical size, the pressure difference caused by the drop is large enough to suck the ink out of the
nozzles without the help of the piezo crystal, sustaining the seepage even when the printer is
turned off. For comparison, Figure 3.16(d) shows a water drop of similar size to the large drop
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in Figure 3.16(c) emanating from the print head. The water drop was generated by raising the
ink reservoir to artificially increase the liquid pressure in the print head and force ink out of the
nozzles. The higher surface tension of the pure water is visible by comparing the drop spread
on the nozzle plate. A dry print head next to the drop is shown for size comparison (labelled
‘3’). A lowering of the ink reservoir could reduce the seepage of the ink with surfactant, but not
entirely prevent it, as the reduction in ink pressure eventually prevents ink from re-filling the
print head.

3.4.6.1 Application of surfactant to substrate surface

To avoid the problem of ink seepage, the surfactant was used on the substrate rather than as
an additive to the ink. A 4% aqueous solution of Surfynol 104E surfactant was applied to the
substrates and left to dry in place. After the Surfynol treatment, resistor lines were printed with
1:1:0.2 PEDOT:water:DMSO solution. Figure 3.17 shows microscope images of PEDOT lines
printed for 2,4,6,8,10 layers (top to bottom) with and without Surfynol on different substrate
materials. It is evident that printability is vastly enhanced, as printing of continuous lines is
possible on both PECVD silicon nitride (Figure 3.17(a) vs. Figure 3.17(b)) and the surface of one
of the sample microchips (Figure 3.17(c) vs. Figure 3.17(d)). Both reference images on silicon
nitride were taken using PEDOT ink without DMSO addition, as printing with DMSO did not
result in a useful pattern. Compared to lines printed without Surfynol (Figure 3.17(e)), PEDOT
lines printed on glass with a Surfynol coating were wider (Figure 3.17(f)). The lines printed on
Surfynol were found to be 100 µm to 110 µm wide compared the 70 µm to 80 µm width measured
for samples without. Visual inspection of the glass/Surfynol samples shows formation of a
more narrowly defined centre region of 65 µm to 70 µm width for 8 and 10 layers, which is
close to the original print width. A higher magnification detail of 10 PEDOT layers is shown
in Figure 3.17(g). A plausible explanation for the formation of the narrow centre region may
be the incorporation of the surfactant in the PEDOT in the lower layers. As the layers are dry
when adding the next layer, less Surfynol reaches the additional PEDOT layers. The electrical
behaviour of PEDOT lines printed on Surfynol-coated glass is shown in Figure 3.18. While the
conductivity is of the same order of magnitude for blank and Surfynol-coated glass, the strong
deviation from the 1/x model shows that each additional layer has different properties, through
a lower Surfynol content and different geometry.

3.5 Contacts between Aluminium and PEDOT

While the substrate material and surface properties are relevant for line print quality and thus
line integrity, the protection grids must also interface with CMOS microchips. An important
factor for successful integration are the contacts between the CMOS chip contact pads and the
organic conductor.

In security devices made from standard microchip technology, the metal layers and contact
pads are made from aluminium [Van Zant, 2004]. The problem with aluminium is that it oxi-
dises rapidly. It almost instantaneously forms a thin insulating aluminium oxide (Al2O3) layer
on its surface. The oxide layer is less of a problem with standard wire-bonding, as the oxide is
physically broken by deformation of the contact pad during the bonding process [Servais and
Brandenburg, 1991]. Inkjet deposition is carried out without force, thus without contact pad
deformation or physical oxide removal. The electrical contacts between aluminium and the
protection grid are therefore expected to be of low quality. The addition of an oxide removal
step (e.g. chemical removal with phosphoric acid (H3PO4) [El-Kareh, 1995]) before printing is
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(a) Initial drop (b) Drop growing

(c) Covered print head (d) Pure water

Figure 3.16: Surfynol additive causing seepage
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(a) Silicon nitride coated glass, no DMSO, cf. Fig-
ure 3.8(b))

(b) Silicon nitride coated glass, DMSO, Surfynol

(c) Sample microchip, no DMSO (cf. Fig. 3.8(a)) (d) Sample microchip, DMSO, Surfynol

(e) Glass substrate (cf. Fig.3.10(a)) (f) Glass substrate, DMSO, Surfynol

(g) Glass substrate, DMSO, Surfynol (detail of 10 layers)

Figure 3.17: Print quality of PEDOT with/without Surfynol coating
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Figure 3.18: Resistivity vs. layers for PEDOT/DMSO printed on substrate coated with Surfynol

not a viable option, as the PEDOT solution is both aqueous and acidic [Starck, b,c]. The water
and acid allow the re-formation of the oxide layer before the lines are dry.

As reported in literature, the I-V properties of PEDOT-aluminium contacts are non-linear.
The contacts are either reported as rectifying Schottky type [Liang et al., 2002; Turut and Koleli,
1992] or non-ohmic and symmetrical, consistent with an insulator layer in series with a layer
depleted of charge carriers [Bantikassegn and Inganäs, 1997]. Neither characteristic is desirable.
For a PEDOT line printed between two aluminium contacts, a rectifying contact means that one
of the two contacts is always reverse-biased. Current flow will be inhibited significantly until the
reverse break-down voltage across the Schottky contact is reached. This voltage is reported at 5.5
V [Liang et al., 2002], 0.5 V higher than the standard operating voltage of a typical security device
[Rankl and Effing, 2004]. This estimate also ignores any voltage drop at the second contact, and
any I� R drop along the line. The situation is only slightly better for symmetric properties, as
the voltage drop at each contact is still likely to be significant (several Volts) in order for sufficient
current to flow.

The contacts reported in literature [Bantikassegn and Inganäs, 1997] were fabricated by
evaporation of aluminium on top of PEDOT, therefore avoiding the native oxide layer present
in pre-deposited aluminium. Nevertheless, a layer of aluminium oxide was identified, as well
as a voltage-dependent semiconducting layer [Bantikassegn and Inganäs, 1997; Jönsson et al.,
2003]. This reiterates the fact that oxide removal prior to printing does not help the contact
properties. Jönsson et al. reported that aluminium reacts with the SO−

3
H+ groups of the PSS

dopant, essentially removing the dopant from the PEDOT at the interface [Jönsson et al., 2003].
Therefore, an alternative method must be found to allow ohmic contacts to be made between
microchip bond pads and the PEDOT protection grid.

Experiments were carried out to determine properties of PEDOT-aluminium contacts where
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the aluminium is already coated by the native oxide layer. The non-functioning microchip sam-
ples were found to be unsuitable for the evaluation, as the contact pads include electro-static
discharge (ESD) protection circuitry, which leaks current and thus skews the measurement re-
sults. Aluminium contacts were therefore deposited on a glass substrate. The properties of the
aluminium/PEDOT contacts were measured on the fabricated aluminium pads. Silver paint
does not react with PEDOT, therefore it is introduced as a method for contact enhancement.

3.5.1 Fabrication of aluminium contacts

Rectangular aluminium contacts were deposited on glass using a lift-off lithography process.
Lift-off lithography was chosen over etching, as it does not require hazardous chemicals, which
acidic aluminium etchant does [Microchemicals, 2007]. Lift-off lithography is compatible with
other materials (e.g. gold or indium tin oxide). The method is more universal, in case other
contact materials or patterns are required. The image reversal photoresist AZ5214E was used
for patterning. An image reversal photoresist may be used both as positive or negative resist.
If it is used as a negative resist, an additional image reversal step is required (baking and flood
exposure). AZ5214E is well suited for lift-off lithography as the side walls have an overhang-
ing/ negative slope after image reversal [Clariant]. The lift-off lithography recipe based on the
AZ5214E photoresist datasheet [Clariant] was adapted for use with the available Canon mask
aligner:

� Ultrasonic substrate cleaning: acetone, IPA, DI water

� 30 minutes de-hydration bake at 125 ◦C

� Spin coating of AZ5214E photoresist, 4000 rpm, 30 s

� Pre-bake 105 ◦C, 1 minute

� Exposure with mask, 3.5 Light Integer (LI) units (one light integer corresponds to ca. 1.5
s)

� Image reversal bake to convert positive into negative resist (critical in terms of temperature
and time), calibrated to 120◦C on the digitally controlled hot plate, 2 minutes

� Flood exposure, minimum 10 LI

� Development, 1:4 AZ400K developer:DI water, ca. 45 s

The lithography was designed to use a negative photoresist, such as AZ5214E after image-
reversal [Clariant]. The patterning results in windows in the photoresist layer where aluminium
contacts are required. After patterning the photoresist, the samples were loaded into the ther-
mal evaporator. The evaporation chamber was evacuated to less than 4 � 10 −6 bars. A thin
adhesion layer of chromium was thermally evaporated onto the substrates [Franssila, 2004], be-
fore deposition of the aluminium layer. The unwanted aluminium was removed by immersion
in acetone under ultrasonic agitation. This dissolves the cured photoresist, lifting away the alu-
minium above it. To prevent re-deposition of aluminium, the samples were rinsed in acetone
and IPA. The resulting contacts were found to be of correct geometry and without pin holes.
For long, narrow wires, the adhesion of the metal to the glass substrate is a limiting factor. The
lift-off procedure frequently removed or deformed parts of the thin connecting wires as well.
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3.5.2 Evaluation of contact properties

3.5.2.1 Two-point measurement

Standard 1:1:0.2 PEDOT:water:DMSO lines with 6 layers and a drop spacing of 40 µm were
printed between two as-deposited aluminium contacts. The aluminium contacts were placed
between 1000 µm and 2000 µm apart. The contact area between aluminium and PEDOT for each
sample was approximately 500 µm long and 80 µm wide. The electrical properties of the result-
ing aluminium-PEDOT-aluminium structure were determined with a HP4156A semiconductor
parameter analyser.

An initial measurement to confirm good contact between the probe needles and aluminium
pads was carried out by placing two probes at opposite ends of an aluminium contact pad
without PEDOT, and measuring the electrical resistance. As expected, the resistance between
the two probes was measured to be negligible (<1 Ω).

The probes were then placed on the aluminium pads at either end of a PEDOT line. Care
was taken to ensure the probes only made contact to the aluminium pads, not the PEDOT lines.
The I-V characteristics were determined as a two-point measurement both in light and dark
conditions between -5 V and 5 V as a double sweep, the same conditions as used for the PEDOT
characterisation. Measurements were then repeated several times for each sample, both in short
succession (every few minutes), and also with longer gaps of more than 24 h.

Figure 3.19 shows typical I-V curves taken in six measurement cycle repetitions on a sample
with low contact noise. Figure 3.19(b) shows a detail of the same curves, magnified to the region
between -2 V and -5 V. The non-linearity of the curves is clearly visible, as well as degradation
of conductivity. As the examined samples are symmetrical (Al-PEDOT-Al), the measured I-V
characteristics are automatically also symmetrical, therefore no information can be extracted
as to which contact model (rectifying or not) is valid. Other samples showed significant noise
during measurement. An example for noisy I-V curves is included in Figure 3.21(b).

Regardless of contact model, the dominant feature of the I-V curves is the degradation be-
tween subsequent measurements. It can be seen from the detail plot (Figure 3.19(b)) that degra-
dation takes place during the voltage sweeps of ca. 10 s duration. Taking the current at the
lowest voltage (-5 V) as a benchmark, it can be seen that the conductivity was reduced by 80%
within six measurement repetitions. The exact amount of degradation after each measurement
cycle varied between samples, but was present in all samples. Pure PEDOT and PEDOT with
added DMSO both showed the same degradation and hysteresis behaviour, with the only dif-
ference being that PEDOT with added DMSO generally showed more contact noise than pure
PEDOT. No recovery was seen when re-measuring the samples more than 24h later. The degra-
dation was also found to be independent of age of aluminium contacts (which determines the
initial thickness of the oxide layer before PEDOT deposition), and of light or darkness conditions
during measurement and sample storage.

Generally, non-linear contacts may not be ideal, but they are less of a problem than the
permanent degradation of the contacts, which prevents repeatability, a key requirement for
protection grids. If each measurement gives different results, it is impossible to determine the
integrity of the grid. Recovery times of more than a minute or so severely limit the use of
protection grids, as integrity tests would not be able to be repeated in the recovery period. For
short recovery times, it would be feasible to delay the integrity test after power on, to ensure
that the grid has recovered even if the card is used several times in short succession.

An alternative interpretation of the degradation effect may be a charge trapping model ap-
plied to the PEDOT-aluminium interface [Streetman and Banerjee, 2000]. With sufficiently deep
traps, recovery would also take place slowly [Streetman and Banerjee, 2000]. However, the re-
covery of conductivity would be accelerated under illumination [Streetman and Banerjee, 2000],
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which has not been observed here. A permanent change in the contacts is therefore most likely,
such as an electro-chemical reaction at the interface [Jönsson et al., 2003; Liu et al., 2004].

3.5.3 Contact enhancement with silver conductive paint

Silver paint has been reported to make good contact with PEDOT [Hamedi et al., 2007; Mabrook
et al., 2005]. Standard silver paint (manufactured by Electrolube) was therefore applied on top
of the previously tested PEDOT lines with aluminium contacts. The conductive paint was de-
posited to overlap the aluminium contact pads and the PEDOT lines, as shown in Figure 3.20.
In this experiment, the paint was manually deposited using an applicator. The standard silver
paint is not compatible with the available Epson inkjet print head due to the high viscosity and
low surface tension of the standard silver composition (solvents are ethanol, acetone, and ethyl
acetate [Electrolube]). The combination of the large particle size of the silver (compared to PE-
DOT, individual silver particles are visible) and fast drying time, also increases the probability
of blocking the inkjet nozzles. However, using nano-particulate silver, it is reported to be possi-
ble to make an inkjet printable silver preparation [Lee et al., 2005; Perelaer et al., 2008; van Osch
et al., 2008].

3.5.3.1 Two-point measurement

A two-point measurement was carried out using the same setup and parameters as previously
described in Section 3.5.2.1. The probes were lowered onto uncovered parts of the aluminium
pads, as shown in the cross section of the contacts in Figure 3.20. Care was taken to avoid in-
advertent contact to the silver paint and PEDOT line. Initially, three I-V curves were taken for
the same sample before silver application, after which two I-V curves were taken. Figure 3.21(a)
shows the full result of typical I-V measurement of the silver-enhanced contacts. The near hor-
izontal graphs are the measurements before silver application, while the remaining two show
the enhanced conductivity after silver application. Figure 3.21(b) shows a magnification of the
noisy and severely degrading I-V curves of the PEDOT-aluminium contacts before silver appli-
cation in more detail. While the extent of degradation for aluminium contacts varied between
samples, all contacts were restored to high conductivity with silver paint.

From the curves it is evident that the contact properties of the aluminium-silver-PEDOT
contacts are vastly improved compared to the previous aluminium-PEDOT contacts. The con-
tacts are ohmic (linear and through the origin), remain stable under repeated stress and show
no signs of hysteresis. Therefore they fulfill the requirements for reliable operation of the pro-
tection grid. Given the significantly lower conductivity of the aluminium-PEDOT contact com-
pared to the aluminium-silver-PEDOT contact, it can be assumed that practically all current
flows from the aluminium to the silver and into the PEDOT. Probing the samples on the silver
pads rather than the aluminium did not change the measured I-V properties. This leads to the
conclusion that the contact resistance between silver and aluminium is negligible. In future ex-
periments, silver pads are painted on PEDOT lines for probing without the need for aluminium
contacts. To determine whether the PEDOT-silver contact introduced a significant ohmic resis-
tance to the system, a four-point measurement was carried out.

3.5.3.2 Four-point measurement

The contact resistance is difficult to quantify with precision, as the resistance of the PEDOT lines
is significantly higher than the expected contact resistance value. The top view of a four-point
measurement setup is shown in Figure 3.22. In a standard four-point measurement, the contact
resistance is estimated by measuring the current through the outer injection probes (labelled
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70
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PEDOT layer
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Silver contact

Figure 3.20: Side view of silver-enhanced contact

1 and 4), and the voltage drop between the two inner probes (labelled 2 and 3). The length
between the inner probes gives an estimate of the resistance per unit length, allowing the line
resistance between the outer and inner contacts to be subtracted. However, in the setup shown
in Figure 3.22, the inner contacts are also silver padded. As silver has a low resistance per unit
length, it is likely that the current flows through the silver contacts rather than the PEDOT
lines, introducing further PEDOT-silver junctions and skewing the measurement. Using only
tungsten probe needles for contacts 2 and 3 may also result in a distorted measurement. The
mechanical fragility of PEDOT (reported in Section3.3.3.1) makes damage to the line due to the
probe needle very likely. Scrapes in the PEDOT line result in an altered cross-sectional area,
invalidating the measurement of resistance per unit length.

If the arrangement is reversed, the voltage is measured on contacts 1 and 4, and current is
injected through contacts 2 and 3. In this setup, a small initial current would flow to charge the
parasitic capacitances of line between inner and outer contacts, the contact pads, probes, and
the measurement instrument. After charging these parasitics, no current flows between inner
and outer contacts. Therefore additional junctions and changes in line geometry cease to play
a role, resulting in a more accurate measurement result.

Similar to previous measurements, the voltage of the inner current injecting contacts was
swept from -5 V to 5 V and back in steps of 0.1 V. The resistance of the contacts was determined
for 12 samples. The contact resistance was found to lie in a range of 1 Ω to 115 Ω. Given that
the voltage drop between the current injecting and measurement probes was of the order of
several mV at absolute voltages of �5 V, measurement noise becomes significant. As the in-
strument is digital with a resolution of 16 bits per value, quantisation noise also plays a role, as
well as any measurement offsets between inputs to the parameter analyser. In addition to the
measurement accuracy for such small voltage offsets, it may also be possible that the resistance
across the silver contact itself plays a role (probe position). Given the typical resistance of a
PEDOT line of the order of 10 kΩ to several MΩ, contact resistances between 1 Ω and 100 Ω can
be considered negligible. This result is further supported by the practically identical resistiv-
ity values measured with a four-point measurement and a two-point measurement with silver
contact pads.

3.6 Epoxy encapsulation of PEDOT

While it has been previously established that a fully cured epoxy substrate has no effect on pure
PEDOT, and a resistance-lowering effect on PEDOT with added DMSO, the effect of uncured
epoxy resin must also be examined if lines are to be fully encapsulated. Encapsulation of PEDOT
lines on different substrate materials was experimentally evaluated using Araldite Rapid Epoxy.
A total of five independent measurements were carried out.
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Figure 3.22: Top view of four-point measurement

date sample average change ratio

04th July 2008 DMSO/Glass substrate 1.47
04th July 2008 DMSO/Round glass substrates 1.85
04th July 2008 DMSO/PVP substrate 2.33
04th July 2008 DMSO/Epoxy substrate 1.49
25th June 2008 DMSO/Glass substrate 5.04
25th June 2008 pure/Glass substrate 5.85
25th Jan 2008 DMSO/Glass substrate 1.59
12th March 2008 DMSO/Glass substrate 0.51
12th March 2008 pure/Glass substrate 0.94
18th March 2008 DMSO/Glass substrate 1.01

Table 3.1: Resistance per unit length for epoxy coated and bare PEDOT samples

For the measurements carried out for the selection of substrates on 4th July, the resistances
were measured before and after application of epoxy to the same lines. For all other measure-
ments, a group of randomly selected lines was covered with epoxy and the average resistances
of the two groups were compared. The results for all experiments are shown in Table 3.1. All
samples from the same day were printed and coated together. From the 04th July experiments,
it can be seen that the resistance change for lines on a PVP substrate is slightly higher than
for other substrate materials, but the remaining samples are consistent. A comparison across
experiments however shows great variation in resistance change. The cause for this variation
is unknown, as many factors may have played a role, such as resin/hardener ratio, amount of
water and DMSO remaining in the PEDOT line, ambient temperature, ambient humidity etc.
As it is unlikely that Araldite is used as packaging material for a commercial security device,
and other materials may have different effects, no attempt was made to identify the cause for
the resistance change.

3.7 Conclusions

PEDOT composition For a good compromise between print quality, resistance per layer, and
printing reliability, a 1:1 PEDOT:water dilution is recommended for this print head. Depending
on the required conductivity, an addition of up to 20% DMSO is possible without excessive
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degradation of printability. Some designs require high resistivity, such as RC delay lines, while
other designs may require lower resistance for larger bias currents.

Surface properties For printing protection grids on top of standard CMOS microchips, both
the interface layer method and using surfactant are viable options. As long as the interface
layer is chemically inert and not dissolved by the ink composition, the resistivity of the printed
PEDOT conductor lines is not changed. Altering the surface tension with surfactants is also
possible, though in order not to affect the droplet ejection process it is better to coat the substrate
with surfactant rather than adding it to the ink.

Contacts As predicted, it was found that the contacts between aluminium and PEDOT are
problematic. The contact properties can be enhanced and stabilised with standard silver paint.
While the silver paint was not inkjet printed in these experiments, inkjet printing has been re-
ported in literature [Lee et al., 2005; Perelaer et al., 2008; van Osch et al., 2008].

It can be concluded that the fabrication of passive organic protection grids is feasible. The
grid layout may be chosen flexibly, as the inkjet fabrication method does not require layout
masks. Furthermore, inkjet printing is carried out in ambient laboratory conditions without
the need for high vacuum conditions, therefore it is estimated that fabrication cost is less than
that of a metal protection grid. It has been shown that with the appropriate printer settings
and ink composition, PEDOT lines can be printed with predictable properties and a low defect
rate. With the addition of DMSO, the conductivity range can be tuned to suit different readout
schemes.
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4
Chapter Four

SECURITY OF TAMPER

PROTECTION GRIDS

4.1 Introduction

In the previous chapter, PEDOT was shown to have suitable properties as a conductor for or-
ganic tamper protection grids. It can be inkjet-printed onto a variety of materials with a low
failure rate. The conductivity range can be adjusted to suit different protection grid designs. As
it has been shown that fabrication is possible, the security properties of the PEDOT grids are
the next step.

The evaluation of security properties is inherently difficult, as overall security is only as
good as its weakest part. In the first instance, the security evaluation of this protection grids
concept focuses on reliably achieving changes in characteristics of the protection grid. A full
implementation of such a protection grid also requires all other aspects of the protection scheme
(e.g. the readout circuit) to be secure, which is beyond the scope of this dissertation.

The depackaging methods that may be used by an attacker can vary widely, as will the
attacker’s skill level. Information about novel depackaging methods is not usually published
by attackers. The security evaluation is therefore limited to known methods derived from mi-
crochip failure analysis. These depackaging methods do not by default consider the presence
of protection grids, and thus may be too coarse for protected devices. If vulnerable protection
grids become more common, there will be more incentive for attackers to develop custom de-
packaging methods targeted at defeating these. Any security evaluation is therefore only valid
until new attack methods become known.

Apart from the difficulty in defining attack methods, there is also a large variety of different
chip packages. Depending on the packaging type and material, different depackaging proce-
dures may be used. The implementation details of the security device therefore influence the
detection sensitivity, as the package may limit the choice of grid layout and size. The readout
scheme and achievable measurement accuracy is also dependent on the security device and its
layout. The implementation in a security device may be vulnerable to characterisation by non-
invasive means. In particular, a time-delay measurement scheme may leave visible traces in
the power consumption curve, which would reveal the delay time requirements to an attacker.
These implementation specific vulnerabilities are material for further investigation, beyond the
general evaluation of suitability of organic electronics as protection grids.

Prototype grid lines are tested against a variety of published depackaging methods, to assess
and, if necessary, improve the sensitivity. Depackaging methods can be grouped into the broad
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categories of physical and chemical methods. Physical depackaging methods generally involve
mechanical means of material removal, as well as thermal means such as (local) evaporation.
Mechanical methods such as polishing, grinding, or carving aim to remove the packaging ma-
terial in layers, thus could stop just before damaging the protection grid. Other physical means
such as drilling and thermal evaporation aim to create local holes in the packaging, which may
be too small to detect by the protection grid. More global methods such as cracking the package
open with a specialised tool [Beck and Wilson, 1998] may possibly remove the grid intact, so
that it can be analysed separately. The most commonly reported chemical is fuming nitric acid
which dissolves organic materials but spares silicon, silicon nitride, and aluminium [Anderson
and Kuhn, 1996]. To rinse away the nitric acid, organic solvents such as acetone are used [Ander-
son and Kuhn, 1996]. For certain packaging materials, there are also specialised solvents [Beck
and Wilson, 1998]. Chemical etching methods generally dissolve material with similar chemical
properties at a certain rate, and spare other, dissimilar materials. If the protection grid material
is inert to the chemical etchant, there is a danger of revealing the grid without damaging it.

To evaluate the general security properties of PEDOT protection grids, the sensitivity to de-
packaging and methods against probing must be considered. For high sensitivity, the resistance
change of the lines must be measurable if the packaging has been tampered with. Preferably,
the PEDOT lines should be cut completely. Probing of the PEDOT lines themselves must result
in damage to the PEDOT lines, so that an attacker cannot read out the characteristics of the lines
correctly.

4.2 Sensitivity to mechanical depackaging

Mechanical depackaging methods vary significantly depending on the skill of the attacker, and
the tools or machines used. To be able to evaluate the sensitivity of PEDOT lines to these de-
packaging methods, a generalisation must be found.

For mechanical removal of the packaging, a force must be applied to the package in order
to remove material. When cutting, drilling, or milling the package, shear forces are applied,
as well as a compressive force to ensure the blade or grinding sheet penetrates the surface.
Drilling is similar, except that the forces are applied in a circular motion rather than linear.
When removing the security device out of a plastic carrier card [Kömmerling and Kuhn, 1999],
the bending from carrier card exerts a tensile force on the mounting glue. To split the package
apart [Beck and Wilson, 1998], compressive forces are applied to the sides of the device until
the (brittle) packaging material fractures.

Generally, forces applied to ductile packaging material will result in deformation, which
may in turn result in damage to the PEDOT line. The amount of deformation will vary, de-
pending on the chosen packaging material and the depackaging method (and skill). Brittle
packaging materials hardly deform prior to fracture, thus are not covered by this generalisa-
tion.

4.2.1 Resistance vs. strain

The most general measure of sensitivity to depackaging is the resistance change with strain.
Even though the amount of deformation and size of affected region may vary for different me-
chanical depackaging methods and packaging materials, the resistance-strain relationship is a
useful measure. If the deformation can be estimated, the total resistance change of a deformed
grid line may be approximated by summing the local changes in resistance.

Under the assumption of a constant volume and constant resistivity, the resistance change
with strain is expected to follow a quadratic law, if the material is strained in the direction of
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length l1

area A1

length l2

current flow

direction of strain

area A2

Figure 4.1: Wire strained in direction of current flow (inaccurate proportions)

current flow. Using the lengths and areas labelled in Figure 4.1, and the total volume V, the
resistances R1 (initial) and R2 (final), as well as the material resistivity ρ:

V = A1 � l 1 = A2 � l 2 (4.1)

A2 = A1 �
l1
l2

(4.2)

R1 = ρ �
l1
A1

(4.3)

R2 = ρ �
l2
A2

(4.4)

R2 = ρ �
l2

A1 �
l1
l2

= ρ �
l22

A1 � l 1

= R1 �
l22
l2
1

(4.5)

Setup and procedure Standard PEDOT lines (1:1:0.2 PEDOT:water:DMSO, 40 µm drop spac-
ing, 6 layers) were printed on ductile poly(ethylene) (PE) strips which allow large amounts of
strain to be applied without cracking or yielding. The polyethylene strips were mounted on
manual tensometers to apply linear strain. The resistance of the PEDOT lines was determined
at intervals using a Fluke multimeter. The contact pads of the resistor lines were made from
PEDOT, and the multimeter leads were coated with silver paint to achieve good contact. Silver
contacts directly on the PE substrate were found to delaminate, as the dried silver paint is brittle
and adhesion between the two materials is low.

Results The measured, normalised resistance-strain curve is shown on a log-log scale in Fig-
ure 4.2. For small strain (less than ca. 9%), the resistance change follows a square law, as pre-
dicted by the simplified theoretical derivation. Above the 9-10% threshold, cracks become visi-
ble in the contact pads, and delamination of the pads from the substrate begins. This coincides
with the much more rapid increase in resistance, as well as the much larger error margins.
Delamination takes place when the stress for a given strain exceeds the adhesion between the
substrate and the PEDOT. As contact pads were significantly thicker than the PEDOT resistors, a
larger stress was needed to strain the thicker material. Therefore it is plausible that the contacts
delaminated while the lines remained attached to the PE substrate.

Discussion As PEDOT is a flexible material, the resistance change vs. strain is initially quite
small before cracks are formed. Interpreting the results in a security context, the most problem-
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Figure 4.2: Normalised resistance vs. strain for 10 samples

atic types of damage to detect are either those localised to a small part of the protection grid, or
small amounts of strain over a large area. It is evident that measurement accuracy is limited by
the readout circuit and by contingency for environmental and degradation effects. Therefore a
certain amount of physical deformation is tolerated by the security device. In the worst case it
may be possible to penetrate the material below the grid with a probe needle without detection.
To evaluate the extent of this potential problem, a further experiment is necessary to quantify
the resistance change due to probe needle penetration.

4.2.2 Probing test

Setup and procedure Standard, 2 mm long PEDOT lines were printed on an epoxy substrate
to represent a protection grid printed on a (topographical) base layer. The electrical resistance
was measured with a HP4156A semiconductor parameter analyser before and after driving a
tungsten probe needle into the epoxy below the PEDOT.

Results and Discussion The results of this evaluation are presentedby means of two examples
that illustrate what is probably the worst-case outcome. Figure 4.3 shows microscope images
of two samples subjected to probing. For the first sample (Figure 4.3(a), detail in Figure 4.3(b))
the probe needle was placed immediately next to the PEDOT line. Despite the deformation,
which is visible as wrinkles in the line, the resistance increased only by 1% from 60.3 kΩ to 61.0
kΩ. For the second sample (Figure 4.3(c), detail in Figure 4.3(d)), the probe needle was pushed
below the PEDOT line, as is evident from the lighter area in the image. This more vigorous
treatment resulted in the doubling of the sample resistance, from 550 kΩ to 1 MΩ. A small crack
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is visible in the enlarged image of the PEDOT line (Figure 4.3(d)), which is the likely cause of
the resistance change. However, it should be evident that a more delicate probing technique
and thinner probe needles may result in undetected probing attacks.

4.2.3 Brittle substrate layer

While a soft substrate material deforms under an applied force, it has been shown that the resis-
tance change caused in the PEDOT grid is insufficient to prevent probing through the substrate
material. As the PEDOT is flexible, the deformation initially follows the shape of the substrate,
only starting to crack after a threshold of deformation is reached. While the flexible substrate
material has been shown to facilitate deformation of the lines, additional measures are neces-
sary to ensure that the PEDOT lines are broken rather than strained. Low strain-to-failure is
a characteristic of brittle materials, therefore a multi-layer structure of the flexible epoxy sub-
strate, a thin brittle polymer and a PEDOT resistor on top will be evaluated. In this sandwich
structure, the flexible epoxy material will deform under the applied force, and cause the brittle
layer to crack. The cracked layer is expected to then break the PEDOT line. A suitable brittle
polymer is AZ5214E photoresist, which can be spin-coated in thin layers.

Similar to the previous experiment, the result of this investigation will be illustrated by
means of a typical example structure. As the depackaging and probing technique and even
the choice of materials for a production device are not fixed and defined, it is impossible to pre-
cisely quantify the amount of damage that will be caused by an attacker. The results should be
interpreted as a proof of principle rather than a precise proof of security.

Results A microscope image of a probed sample structure is shown in Figure 4.4. The sample
was probed a total of three times, as can be seen from the three areas of damage. The resistance
change after the first, light probing attempt (bottom left) was negligible, from 56 kΩ to 58 kΩ.
As the second probing attempt resulted in a small crack running through the PEDOT resistor,
the resistance change was more pronounced. The resistance changed sixfold from 58 kΩ to 359
kΩ. The third probing attempt, which was of roughly the same force as the probing carried out
in the previous experiment (Figure 4.3), resulted in the larger crack through the PEDOT line
and a complete loss of conduction.

4.2.4 Mechanical depackaging tests

After the improvement in sensitivity to probing by including a brittle base layer below the PE-
DOT line, two further tests were carried out to determine the sensitivity to depackaging at-
tempts.

Setup and procedure PEDOT lines printed on a soft/brittle substrate were covered with a
thin layer of soft epoxy. Two different depackaging tests were carried out. For the first test,
an attempt was made to remove the top epoxy coating by shaving off thin layers with a sharp
blade. In the second test, a tensile force was applied to the top and bottom parts of a structure,
to pull apart the layers. As the PEDOT layer is placed on a separate layer in the middle, it sits
directly at a boundary of packaging layers. If the adhesion between layers is less than the yield
strength of the packaging materials, then the package may split to reveal the grid.

Results An image of a sample taken from each experiment is shown in Figure 4.5. The left
hand image, Figure 4.5(a), shows a still-covered PEDOT line (vertical dark shadow) after a pack-
age thinning attempt. The cracks running through the PEDOT line are visible as thin black lines,
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(a) Probe needle pushed next to PEDOT line (b) Detail of deformation area

(c) Probe needle tunnel below PEDOT line (d) Detail of deformation area

Figure 4.3: Probing below PEDOT lines on soft epoxy
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Figure 4.4: PEDOT on brittle sandwich substrate

and are orthogonal to the cutting direction. Depending on the direction, the cutting resulted
in different amounts of compressive and shear forces on the material. The cracks shown in
Figure 4.5(a) resulted in complete loss of conduction. Only a small force was applied to the
sample to cause this damage, which did not remove significant amounts of material. None of
the samples in this experiment were successfully depackaged with the PEDOT line intact.

In the second experiment, a tensile force, orthogonal to the substrate plane was applied to the
epoxy material, succeeding in splitting it at the brittle centre layer. The sample in Figure 4.5(b)
was only partially covered with epoxy, and the boundary between covered and bare parts is
clearly visible from the damage boundary. While the brittle layer did not actually break the
sample in this test, it can be seen from the image that the PEDOT line is destroyed. In other
samples subjected to the tensile test, the entire PEDOT line was lifted off the substrate material.
The adhesion of PEDOT to epoxy seems to be higher than to the brittle layer, causing the weak
point and split to lie between the brittle material and the PEDOT. However, as the epoxy was
deformed by pulling the packaging apart, the resistance of the samples that were removed in
one piece changed by a factor of at least two, which will prevent an attacker from successfully
analysing the removed grid lines.

4.2.5 Discussion

A brittle layer on the soft substrate epoxy greatly enhances the sensitivity of PEDOT lines to
depackaging. The qualitative comparison of Figures 4.3 and 4.4 shows that the flexible sub-
strate flows back into its previous shape after removal of the probe needle, whereas the cracks
and damage remain with the brittle substrate. It can also be seen that the brittle material has
cracked significantly in the immediate surroundings of where the probe made contact. If the
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(a) Shaving away epoxy encapsulation (b) Pulling apart multilayer packaging

Figure 4.5: PEDOT resistor lines after depackaging

substrate material and PEDOT resistor are cracked around the contact, then the measurement
of properties is skewed or prevented altogether. This property of the substrate is useful, as it
was described in Section 3.3.3.1 that a minimum amount of force and penetration is necessary
for a probe needle to make good contact with PEDOT. If the PEDOT line is covered in epoxy
when probing, it is also necessary to penetrate the epoxy material, which will require a larger
force, likely to cause cracks.

For the depackaging test, three different types of force were applied to the sandwich struc-
ture to evaluate their influence on the integrity of the PEDOT line. While these tests do not
directly represent the entire spectrum of mechanical depackaging methods, general conclu-
sions can be drawn from the results of the test. The carving test was probably carried out more
delicately than is achievable by automatic machinery. There is no guarantee that methods re-
quiring less force applied to the packaging material cannot be found. However, as the brittle
layer is cracked by the deformation rather than the applied force, the material properties of the
flexible layers may be adjusted to increase sensitivity. A balance must be struck with handling
robustness, possibly in the form of a hard shell covering the sandwich layer. From the pulling-
apart test it can be concluded that the package splitting to reveal the grid is not necessarily a
security problem. If the grid breaks in a seal-sticker like fashion, or the epoxy is sufficiently de-
formed to change the resistance of the grid, the properties of the PEDOT lines are irrecoverable.

It can be concluded that the ductile-brittle-grid-ductile sandwich structure shows good sen-
sitivity to mechanical depackaging.

82



4.3 Sensitivity to acid depackaging

4.3.1 Fuming Nitric acid

Disolving in pure (fuming) nitric acid is the most widely reported method of chemical depack-
aging. It etches organic material without significantly damaging silicon, silicon nitride or the
aluminium bond pads [Anderson and Kuhn, 1996; Beck and Wilson, 1998; Kömmerling and
Kuhn, 1999]. Therefore, pure nitric acid was chosen to evaluate the sensitivity of PEDOT to
acid exposure.

Setup and procedure Standard PEDOT resistor lines were printed on both epoxy and glass
substrates. To test fully encapsulated grids, some samples were also covered with Araldite
epoxy. One to two drops of room temperature nitric acid were administered to a sample us-
ing a pipette. After ca. 30s of exposure the sample was carefully dipped in DI water to remove
the acid. Subsequently, the sample was blow-dried in a stream of nitrogen gas. As a control
sample, a standard polycarbonate packaged microchip (Intel 440BX) was immersed in room
temperature fuming nitric acid for several minutes.

Results Fuming nitric acid rapidly removes all traces of the PEDOT resistors both on glass and
on the epoxy substrate. Microscope images of PEDOT lines partially exposed to fuming nitric
acid are shown in Figure 4.6. In Figure 4.6(a) the PEDOT line was printed on a glass substrate.
The effect of nitric acid on a PEDOT line is visible from the remnants of the line in the affected
area.

For the polycarbonate reference, the etch rate at room temperature was significantly lower
than for the Araldite epoxy and PEDOT lines. After several minutes of etching, the writing on
the chip was still visible, indicating that only the surface of the polycarbonate packaging had
been affected. Figure 4.6(b) illustrates the reaction of fuming nitric acid with Araldite epoxy.
From the black spots in the image it is evident that the reaction releases a gas, which also causes
physical motion in the epoxy layer. As the reaction rate was relatively high, and irregular due
to the bubbles spreading the acid, it would be very difficult to terminate any acid depackaging
of epoxy at precise depths. Apart from direct reaction with the acid, the PEDOT lines were also
deformed and damaged by the flow of the surrounding dissolved epoxy.

4.3.2 70% nitric acid

As the pure nitric acid dissolved the PEDOT instantly, a lower concentration of nitric acid was
also tested to evaluate the effect of dilution on PEDOT. Concentrated nitric acid (70%) contains
water, and thus attacks aluminium [Kömmerling and Kuhn, 1999]. While it may not be used
directly as a depackaging chemical, the concentration of the initially pure acid will drop as it
consumes the packaging material. It is therefore necessary to evaluate lower concentrations of
acid to determine whether they cause damage to PEDOT.

Setup and procedure As in the previous experiment, PEDOT lines were printed on glass and
epoxy substrates. Each sample consisted of several PEDOT lines, of which one was initially
padded with silver contact pads to determine the initial resistivity of the PEDOT. After com-
pletely covering the lines in a small amount of nitric acid for ca. 30s, the samples were carefully
rinsed in DI water and blown dry. After acid immersion, the remaining lines were padded,
and the resistivity was determined using the HP4156A. The reason for comparing the resistiv-
ities of two different lines on the same sample is that the silver contacts may be affected by the
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(a) PEDOT line on glass subjected to fuming nitric acid (b) PEDOT line on epoxy subjected to fuming nitric acid

Figure 4.6: Fuming nitric acid test

nitric acid, distorting the result. The resistivity of 12 PEDOT lines was measured before acid
exposure, and for 16 PEDOT lines post-exposure.

Results The 70% concentrated nitric acid does not visibly etch away the PEDOT lines, and
only has a small effect on the epoxy substrate (white discolouration, indicative of etching at
the surface). It was found that the I-V characteristics of the initially padded samples measured
after acid exposure were less linear (and more noisy) compared to the freshly padded samples.
This indicates that the acid indeed affects the silver contacts, which may be an interesting result
for a protection grid system, but in this context represents a distortion of the measurement.
While there was no visual degradation of the PEDOT lines, it was found that the resistivity of
PEDOT decreased by a factor of 2.5, from an average resistivity of 2.5 �10 7Ω/m � layers down
to 9.97 � 10 6Ω/m � layers.

4.3.3 Discussion

The rapid etching of PEDOT by fuming nitric acid is the best possible sensitivity that can be
achieved. For the less agressive concentrated nitric acid, the considerable change in resistance
should also be sufficient for detection (larger than the error margin). The lower resistance after
acid exposure is not unique to nitric acid, but was also reported for diluted hydrochloric acid
(HCl) treatment of PEDOT, where the resistivity was reported to have decreased by a factor
of 45 [Nguyen et al., 2004]. A photoelectron spectroscopic evaluation of PEDOT:PSS reported
the presence of poly(sodium 4-styrenesulfonate) in pristine PEDOT:PSS, which was converted to
free PSS under the influence of HCl [Greczynski et al., December 2001], increasing the amount of
dopant present. As the decrease in resistance is not a unique feature of nitric acid, it is concluded
that acid depackaging can be detected by a PEDOT grid.

4.4 Sensitivity to solvents

Depending on the packaging material, a range of different chemicals beyond acids may be used
for the depackaging process. The choice of packaging material is made individually for each
security device, and depends on the application as well as the cost constraints. The solubility
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of the packaging in solvents, and relevant solvent combinations may thus vary. For a general
overview over sensitivity to solvents, the influence of the three most common laboratory sol-
vents on PEDOT conductivity are evaluated. The evaluated solvents are DI water, isopropanol
and acetone, which are very mild solvents. If PEDOT is sensitive to these solvents, or if sensi-
tivity can be achieved, then it is likely that similar results would be found for other solvents.

4.4.1 Setup and procedure

Standard 6-layer PEDOT/DMSO lines were printed on the four substrate materials evaluated
during PEDOT fabrication: Clean glass (as a prototype for a ceramic substrate), Araldite epoxy
(as a prototype for an epoxy base layer), PVP (due to its use as OTFT gate insulator), and
AZ5214E photoresist (brittle layer, easy patterning). The electrical resistance of each sample
was determined before and after solvent exposure. Each sample comprised a set of individual
PEDOT lines of ca. 2cm length with silver contacts placed at the ends. For direct interaction of
the solvents with PEDOT, the lines were not encapsulated.

For the water test, a drop of water was placed in a glass petri dish, and the sample was placed
face-down in the water. This method ensured uniform wetting compared to placing individual
drops on the substrates, which contracted to larger drops on the hydrophobic surface. Water
has a low evaporation rate in air at room temperature, compared to acetone and IPA. For a one-
minute exposure cycle, the water-exposed samples were blow-dried in a stream of nitrogen.

For isopropanol and acetone, the surface tension is significantly lower, allowing the solvent
to spread over the substrate. The evaporation rate of both solvents in air at room temperature
is also sufficiently fast, and did not require nitrogen to dry the samples. One to two drops of
solvent were placed on the PEDOT lines using a pipette. The samples were allowed to dry
naturally, which also minimises the solvent flow over the sample.

4.4.2 De-ionised water

PEDOT ink is only available as an aqueous dispersion [Starck, b], therefore the PEDOT particles
have already been in contact with water during deposition. While it is unlikely that a chemical
reaction will take place, it may be possible that PEDOT particles are re-dispersed, or the PSS
dopant is dissolved and removed with the water flow. It was also demonstrated in Section 5.2.2,
that the humidity contents of the PEDOT lines reduces the resistivity, which may temporarily
alter the measured properties until the lines are fully dry. The result of this experiment is also
useful to estimate the effect of rinsing away the nitric acid in the previous experiment.

Results The strongest sensitivity to water was found using a glass substrate. As soon as a drop
of water was placed on the sample with a pipette, the flow of the spreading drop was sufficient to
remove and break the PEDOT lines. Using the immersion procedure to cover the entire surface
also removed the PEDOT lines from the substrate. A microscope image of formerly parallel
PEDOT lines subjected to water is shown in Figure 4.7(a). Folding of the PEDOT lines is visible
in the centre of the image. However, it is also evident that the lines did not re-disperse and
disintegrate, but are undercut by the water and floated away whole or in segments. The primary
reason for line breakage is not re-dispersion, but lack of adhesion to the surface. A similar test
with a silicon nitride substrate gave the same result.

The printed PEDOT lines showed greater adhesion to remaining substrate materials. Cor-
respondingly, the resistors are significantly less vulnerable to damage when flooded with wa-
ter. Both substrates initially contained six samples each, however three of the samples on the
epoxy substrate were partially washed away upon water exposure. No lines printed on PVP
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were washed away, which is plausible as the DMSO partially dissolves PVP, facilitating the in-
tegration of sample and substrate. Figure 4.8 summarises the resistance change of PEDOT with
exposure time in water for samples printed on PVP (blue) and epoxy (black). Samples printed
on PVP show a lower damage rate compared to the samples on epoxy. The reason for this dif-
ference may also lie in the integration of PVP into the PEDOT line, which may aid in binding
the line together. However, a doubling of resistance in two to four minutes of exposure may not
necessarily be sufficient for reliable detection.

Samples printed on AZ5214E photoresist were found to be destroyed within the first minute
of exposure. Figure 4.7(b) shows the extensive cracking of the photoresist in the vicinity of the
PEDOT line (with one island of the photoresist floated away). The reason for the cracking of the
photoresist substrate material is unknown, though it provides a mechanism for sensitisation.

4.4.3 Acetone

Acetone is a polar solvent commonly used in the laboratory for cleaning and de-greasing pur-
poses. It is also used to rinse away the nitric acid from depackaging [Anderson and Kuhn, 1996;
Beck and Wilson, 1998; Kömmerling and Kuhn, 1999], therefore it is important to determine
whether acetone has an effect on the conductivity of PEDOT.

Results Acetone has only a very small effect on the conductivity of PEDOT, if any. The graph
of normalised resistance vs. acetone exposure is shown in Figure 4.9. Compared to the gradual
doubling of resistance under the influence of water, the resistance of PEDOT changed by less
than 10% on average in the same amount of time in acetone. The silver contacts were damaged
by the acetone, as the silver particles were re-dispersed and spread over the sample, contribut-
ing to measurement variation. The samples printed on the epoxy substrate in particular were
unusable after the third acetone exposure cycle.

For samples printed on AZ5214E photoresist and on PVP, the lines were destroyed after
the first contact with acetone. Microscope photos of typical PEDOT samples are shown in Fig-
ure 4.10. Acetone is a solvent for both substrate materials, therefore the lines are undermined
and break as they are moved with the flow of material. The effect is similar to the previous
experiment with exposure of PEDOT to DI water on a glass or silicon nitride substrate, in the
sense that the lines are physically broken. The main difference is that the entire substrate layer
is removed in this experiment, therefore the adhesion of PEDOT to the substrate does not play
a role. This mechanism is also utilised advantage of in lift-off lithography (Section 3.5.1), where
a pre-patterned photoresist layer is covered with a blanket layer of material to be patterned.
When the photoresist is removed, only the material deposited directly on the substrate (with-
out photoresist) remains. The solvent for lift-off with AZ5214E is acetone.

4.4.4 Isopropanol

Isopropanol is another common laboratory solvent. As it is the solvent used for spin-coating
PVP, similar lift-off behaviour is expected for the PVP substrate.

Results The lift-off effect was confirmed for PVP substrates, as can be seen in Figure 4.12(a).
Figure 4.11 shows the normalised resistance vs. exposure time to isopropanol for glass and
epoxy substrates. Similar to acetone, PEDOT has very low sensitivity to isopropanol for sam-
ples on glass and epoxy. The increase in resistance after 4 minutes of exposure is around 20%
on glass, which is probably too low for detection. Interestingly, all samples printed on epoxy
were broken after the third exposure to isopropanol. While no damage was immediately visi-
ble (Figure 4.12(b)), tiny, ca. 1µm wide microcracks were found on inspection at higher 1000�
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(a) PEDOT line on glass

(b) PEDOT line on AZ5214E photoresist

Figure 4.7: PEDOT lines after water exposure
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Figure 4.8: Normalised resistance of PEDOT vs. exposure to water for various substrate
materials
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Figure 4.9: Normalised resistance of PEDOT vs. exposure to acetone for various substrate
materials
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(a) PEDOT line on PVP

(b) PEDOT line on AZ5214E photoresist

Figure 4.10: PEDOT lines after acetone exposure
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Figure 4.11: Normalised resistance of PEDOT vs. exposure to isopropanol for various
substrate materials

magnification (Figure 4.12(c)). Similar microcracks were also found for samples on AZ5214E
photoresist, directly after the first exposure (Figures 4.12(d) and 4.12(e)).

The cause for these cracks is unknown, so far. Such localised, narrow cracks could possi-
bly be explained by local substrate swelling due to absorption of solvent. The swelling of the
substrate may have strained the lines causing the cracks to form. After drying, the substrate
would shrink back into its original shape, closing the cracks enough to hide them from visual
inspection. The electrical contact is lost permanently, as a small gap remains. This model would
however require significant substrate swelling, as it was shown in Section 4.2.1 that more than
10% strain is required to form cracks in PEDOT. As no definite cause for the formation of cracks
can be identified, this damage method cannot be exploited to deliberately increase the sensitiv-
ity of the protection grid.

4.4.5 Discussion

While the solvents used for these experiments may not be exhaustive, some general guidelines
may be derived. The sensitivity of PEDOT to the three example solvents is significantly lower
than for acid. The highest sensitivity was found for water, which is unsurprising, as the PEDOT
is delivered as an aqueous dispersion. It is to be noted that any resistance change is most likely
the result of physical damage to the line, rather than a chemical reaction with PEDOT.

The physical damage mechanism may also be used deliberately to sensitise PEDOT to cer-
tain solvents. Using an appropriate substrate material that is soluble in the target solvent will
cause the PEDOT lines to be undermined and broken upon exposure. If PEDOT is inert to the
solvent used to dissolve the encapsulation layer, sensitisation may be required. In this case,
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(a) PEDOT line on PVP

(b) PEDOT line on epoxy (c) PEDOT line on epoxy (detail)

(d) PEDOT line on AZ5214E photoresist (e) PEDOT line on AZ5214E photoresist (detail)

Figure 4.12: PEDOT lines after isopropanol exposure
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the base layer must also consist of a material with similar solubility as the top encapsulation
to ensure that the PEDOT lines are broken physically upon exposure. In conclusion, chemical
depackaging can be prevented reliably by the appropriate choice of packaging layers.

4.5 Laser depackaging

The final depackaging method in the security evaluation is laser ablation, as this method is
independent from mechanical or chemical means. It is not covered by the guidelines derived in
the previous sections.

4.5.1 Setup

PEDOT lines were printed on glass and epoxy substrate using the standard parameters. Several
lines were encapsulated with Araldite epoxy. A New Wave laser ablation tool was used to test
the response of the PEDOT resistors. The tool comprises a class 3b laser mounted in the camera
port of a microscope. The microscope is used to focus the laser onto the sample, and allows
the progress of irradiation to be monitored. The laser can be tuned to one of two frequencies,
UV and green. A PC-controlled X-Y-stage allows positional control and automated cutting. The
square spot size of the laser was around 50 µm to 60 µm. The resistance of the PEDOT lines pre-
and post-exposure was determined with a Fluke multimeter.

4.5.2 Procedure

Two tests were carried out with the laser setup. Initially, the response of uncovered PEDOT
lines to laser radiation was examined. As the PEDOT lines were evaporated with clearly de-
fined edges, a test was carried out to estimate whether the remaining PEDOT was also affected
by the radiation. Parts of the PEDOT lines were ablated, and the resistance change of the line
was determined before and after the partial removal. The measured resistance change was
compared to an estimate based on the altered geometry. The geometry of the ablated part was
determined using the calibrated microscope, and the probably inaccurate assumption of a con-
stant line thickness. To reduce the error caused by the assumption of a constant cross-section,
material was removed from the centre to the edge of the line (estimated). Removing half the
line relaxes the assumption about the line thickness to require only a symmetrical cross-section
rather than a constant thickness.

In a second experiment, the epoxy-covered lines were examined to evaluate whether the
epoxy encapsulation may be removed without damaging the PEDOT resistors. The highest
intensity is in the focal point of the microscope, therefore the cutting depth of the laser ablation
tool is limited. The focus of the laser was therefore also varied between the PEDOT line and the
surface of the epoxy encapsulation.

4.5.3 Results

Cutting of the non-covered PEDOT lines was possible at high accuracy using both UV and green
wavelengths. The resistance of the lines before and after cutting was found to be consistent with
the change in line width (cross-sectional area), both for green and UV. For example, one sample
changed resistance from 71.8 kΩ to 82.9 kΩ (UV), with an estimated final resistance of 79.4 kΩ,
and another from 70.4 kΩ to 78.7 kΩ (green), estimated at 75.9 kΩ. As both lines were cut slightly
beyond the centre, the estimate of the removed cross section was too low, underestimating the
resistance change. The line is expected to be thickest towards the centre, from the hemispherical
geometry of the sessile drop drying on the substrate [Hu and Larson, 2002]. The resistance
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change is therefore deemed to be consistent within calculation tolerance, and an indication of
only local damage to PEDOT lines under laser radiation.

For the epoxy covered lines it was found that the dark blue PEDOT was removed prefer-
entially over the transparent epoxy. Figure 4.13(a) shows a single shot of the green laser on a
PEDOT line completely surrounded by epoxy (encapsulation and substrate). The boundary of
the laser can be seen from the cut-out area in the dark blue PEDOT line. The laser aperture was
square, therefore the actual laser spot extends to below the PEDOT line. However, the damage
to the epoxy coating is centered on the PEDOT, which leads to the conclusion that the evapo-
ration of PEDOT may have caused the epoxy to burst rather than to evaporate. It can also be
seen that the substrate material was also not affected by the laser from the lack of boundary
edge between the irradiated areas and the non-affected areas. The same observation was made
for non-encapsulated PEDOT, where the lines were removed without damage to the epoxy sub-
strate.

The PEDOT lines printed on glass could be evaporated through the epoxy coating (UV and
green). Figure 4.13(b) shows a sample PEDOT line with three laser shots. For the rightmost
shot, it can be seen the PEDOT was removed without breaking the epoxy encapsulation. For
the other shots, the encapsulation was thinner, hence the epoxy burst open. Depending on the
thickness of the epoxy, focusing the laser on the surface of the epoxy also caused damage to the
PEDOT lines if the intensity of the laser at the level of the PEDOT was still sufficiently high (the
depth depends on the microscope optics). As the epoxy is transparent, most of the laser energy
is transmitted rather than absorbed into the material. Damage to the epoxy is initially localised
at imperfections (bubbles) and dust particles, until debris makes the epoxy opaque.

4.5.4 Discussion

The experiments show that very accurate cuts can be made into PEDOT using lasers. The second
point is that transparent encapsulation materials transmit the radiation, thus allowing PEDOT
to be removed preferentially. From an attacker’s point of view, it may be possible to cut small
enough holes into PEDOT grids to avoid changing the resistance above the detection threshold.
However, for a transparent packaging material and a multi-layer grid it may be more difficult
to drill a hole through the packaging without detection. Apart from the difficulty of coupling
the laser into the epoxy, the bursting effect caused by the evaporation of the buried PEDOT may
cause more severe damage to higher lying grid lines.

In the design phase of a security device, a balance must be struck between transparent ma-
terial for difficult deposition of laser energy, or opaque material to obscure the location of the
grid lines. Given that a transparent epoxy gives an attacker information about the location of
the grid lines and the microchip, the material will most likely have to be opaque.

4.6 Conclusions

Mechanical sensitivity The sensitivity of PEDOT lines to mechanical depackaging depends
very much on the substrate material. If the substrate material is ductile or flexible, then some
mechanical deformation is tolerated by the PEDOT without significant resistance change. For
protection layers this means that the grid may not detect localised depackaging. However, on
a brittle substrate, damage is enhanced, since lines are broken as soon as the substrate material
is cracked. The best protection was found to be a sandwich structure with the PEDOT line on
a brittle layer between two soft layers. A thin brittle layer is also useful to make probing more
difficult, as the force of a probe needle is likely to crack the brittle material before good contact
can be made with the PEDOT.
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(a) Epoxy substrate

(b) Glass substrate

Figure 4.13: Laser depackaging test
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Chemical sensitivity PEDOT is sensitive to the most commonly reported depackaging chem-
ical, nitric acid. Pure nitric acid instantly removes the PEDOT, while concentrated nitric acid
increases the conductivity of PEDOT measurably. PEDOT is not sensitive to the tested sol-
vents: acetone, isopropanol and water. However, sensitivity to any solvent may be achieved if
the substrate material of the PEDOT line is deformed by the solvent, breaking the PEDOT line
physically.

Laser sensitivity PEDOT is easily ablated by laser radiation. It is possible to cut holes into the
PEDOT lines with sharp definition, and without damaging the surrounding material. If coated
by a transparent material, the PEDOT may be removed through the packaging. If the transpar-
ent packaging material is sufficiently thin, the evaporation of the buried PEDOT line causes a
larger hole in the package than the diameter of the laser beam. For multi-layer protection grids
the evaporation of a lower layer might that way destroy the higher layers.

In summary, it has been shown that the electrical properties of PEDOT lines change when
subjected to various depackaging methods. Given a suitable readout scheme, depackaging of a
microchip can be detected. If the PEDOT lines are not sensitive by default, sensitisation methods
are available to enhance or create sensitivity.
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5
Chapter Five

PROTOTYPE TAMPER

PROTECTION GRIDS

5.1 Introduction

In the previous two chapters, it was shown that PEDOT protection grids can be fabricated re-
liably, and that they are either intrinsically sensitive to the removal of the packaging, or can be
made sensitive by the choice of substrate material. In this chapter, some of the issues concerning
the transfer from proof of concept to practical implementation are highlighted. These experi-
ments are intended to establish the directions for future work. The properties that are required
in a protection grid system are reliability, sufficient lifetime and sensitive readout method.

For reliable operation of the protection grids, the changes in properties due to ambient con-
ditions such as temperature should either be minimal, or at least repeatable. If the variation of
properties is sufficiently small, then an increased permitted measurement range can be defined
to include all variations. However, this will reduce the sensitivity to depackaging. Alterna-
tively, changes in properties could also be compensated for. This may be achieved using either
differential measurement schemes, or by measurement of the environmental conditions and
calculation of expected change in properties.

The lifetime of the protection grid should be at least as long as that of the security device,
which requires long-term device stability. One reason why PEDOT was chosen for protection
grids is its superior stability over most other stable organic conductors [Bantikassegn and In-
ganäs, 1997; Groenendaal et al., 2000; Heeger, 2001]. Nevertheless, the ageing of PEDOT resis-
tors is examined to evaluate the rate of resistance change, and thus the expected lifetime.

Finally, prototype circuits for both passive and active protection grid types were assembled
to test two of the proposed read-out schemes. For the passive protection grid prototype, a low-
cost PIC microcontroller was used to measure the RC time delay along a PEDOT resistor. Apart
from testing the integration of organic electronics with CMOS microchips, this evaluation al-
lowed the measurement accuracy of a microcontroller-based read-out scheme to be determined.
The evaluation of the active protection grid prototype was carried out to test the electrical prop-
erties of current organic TFTs and their performance in a protection grid circuit.

5.2 Effect of temperature

The evaluation of the properties of PEDOT has so far been carried out exclusively at temper-
atures in the range of ca. 20 ◦C to 25 ◦C. As security devices may operate across a wider tem-
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perature range, possible changes in resistance of PEDOT due to temperature variation need to
be considered. If the security device can measure the ambient temperature, a correction factor
could be applied to the measured protection grid properties. Therefore the amount of change in
PEDOT characteristics with temperature is less important than the repeatability. Silicon transis-
tors and diodes exhibit variation of characteristics with temperature [Streetman and Banerjee,
2000], therefore it should be possible to use the variations to measure the temperature on the
chip. A temperature sensor like the one developed by Sanchez et al. [Sanchez et al., 1997] should
be suitable for this application.

The temperature dependency of resistance was determined for four PEDOT configurations.
PEDOT with and without added DMSO were examined, as un-encapsulated and epoxy cov-
ered samples. As the addition of DMSO has a strong effect on conductivity, the temperature
characteristics may also be affected. Similarly, the encapsulation with Araldite epoxy may also
the high-temperature behaviour, by shielding the PEDOT from ambient oxygen or water, or by
chemical interaction (Section 3.6).

5.2.1 Setup and procedure

A continuous resistance measurement of the PEDOT samples was carried out using Fluke F87
multimeters. To test the calibration of the multimeters, resistances measured with the multi-
meters and the HP4156A semiconductor parameter analyser were compared and found to co-
incide. As two multimeters were available for measurement, each glass slide was printed with
two PEDOT samples. The samples were printed in the standard configuration of six layers, 40
µm drop spacing and either 1:1:0.2 PEDOT:water:DMSO or 1:1 PEDOT:water. Each sample was
connected to a multimeter using copper/nickel alloy wires. The wires were attached to the sam-
ples by embedding them in the silver paint contacts. The resistances of the samples were read
from the multimeters at intervals of 5 ◦C. The measurements are normalised to the resistance
value read at 30 ◦C, to remove variation due to line geometry, epoxy degradation, and possible
resistance changes from previous thermal cycles.

Measurement of the sample temperature was found to be challenging. The two available
methods to measure the temperature in the used setup were the in-built thermometer of the
hot plate, or an external thermocouple. The in-built thermometer of the hot plate measures the
plate temperature, which will differ from the temperature of the sample on top of the glass slide.
It was found that the reading of the in-built thermometer at room temperature was offset by ca.
10 ◦C.

The alternative method for temperature measurement is the use of an external thermocou-
ple in physical contact with either the top of the sample or the plate surface. While the initial
temperature readings were found to be more accurate (determined by comparison of several
thermometers), this method gave less consistent and fluctuating readings at high temperatures.
As the thermocouple needs to be at the same temperature as the hotplate or sample, the ther-
mal contact and heat transport influence the measurement. For a thermocouple in direct contact
with the hotplate, it was found that at high temperatures the reading changed with contact pres-
sure. Pushing the thermocouple onto the hot plate using an insulator increased the temperature
reading, which is evidence of bad thermal contact between the hot plate and the thermocouple.
For a thermocouple placed on top of the 1 mm thick glass substrate, the temperature reading
was lower than when the thermocouple was in contact with the hot plate. This is due to the
significantly lower heat conductivity of glass (coefficient of thermal conductivity ca. 1.1 W/(m
K)) compared to the metal hotplate (typically several 100 W/(m K)). Cooling effects from air
flow over the thermocouple or heat transport through the connecting wires may be sufficient to
skew the temperature reading.
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While the calibration of the in-built thermometer may be debatable, it gave the most re-
peatable readings. As the thermometer is built into the hot plate, the thermal contact and
heat transport properties were consistent throughout all measurement cycles. At this proof-of-
concept stage, the approximate magnitude of change, and the repeatability of the R-T properties
of PEDOT are evaluated. Therefore, the absolute precision of temperature measurements is less
important than consistency temperature readings. For better consistency of temperature read-
ings, the hot plate was covered with a glass bell jar during measurements. The heat transport
through the sample substrate is low, as glass is an insulator. Measuring the temperature of the
hot plate may not accurately reflect the sample temperature, as the air flow from the ventilation
system in the laboratory cools the top surface of the sample. The bell jar ensures repeatable
conditions by preventing external air flow.

Inaccurate temperature readings essentially result in a scaling of the X-axis. If accurate tem-
perature measurements were available, the data points on the resulting R-T figures could be
moved along the axis, however the total amount of resistance change would still be the same. In
the final design of a protection grid system, temperature compensation must be re-calibrated to
match the exact grid configuration, materials combination, and the on-chip temperature sensor.

5.2.2 PEDOT/DMSO not covered

Figure 5.1(a) shows the normalised resistivity vs. temperature taken in air for PEDOT/ DMSO
samples (three repetitions per sample). To illustrate the wide variation in behaviour, all traces
were plotted rather than plotting the average trace. Each line colour corresponds to measure-
ments on a single sample. Following same colour traces, it can be seen that the R-T behaviour
differs even between measurement runs on a single sample. As all samples were printed using
the same batch of PEDOT, and under identical conditions, the R-T curves would be expected
to coincide. The normalisation should also have removed line length and geometry influences,
and even if not, the curves taken on the same sample would have been identical. The R-T curves
flatten out at different levels at high temperatures, therefore inaccurate temperature measure-
ments can also be excluded as the source of variation.

No systematic pattern could be seen in the differing behaviours of the samples, therefore
the thermal history of the samples is unlikely to be the cause. The only remaining influence on
the sample may be the ambient atmospheric conditions. To remove any possible influence of
the weather and atmosphere, the bell jar covering the hot plate was repeatedly evacuated and
flooded with nitrogen gas after loading a sample. It was found that during the initial evacuation
of the bell jar, the resistances of the samples increased. Several cycles of evacuation and flooding
with nitrogen were carried out to flush out all air. To prevent air re-entering the bell jar, nitrogen
was continuously blown into the bell jar to raise the pressure in the bell jar to just above ambient.
The increased resistance of the PEDOT lines settled down after ca. 5 to 10 minutes in nitrogen,
to an average value 17.5% higher than the initial resistance. Removing the bell jar resulted in an
immediate drop in resistance, back to the initial value.

The two curves shown in Figure 5.1(b) show the resistance vs. temperature graphs for sam-
ples in nitrogen gas. The difference between the curves is the duration of nitrogen exposure
before the measurement was taken. The blue graph represents 15 individual measurements
with around 5 to 10 minutes exposure to nitrogen before carrying out the measurement. The
red graph combines the change of resistance of 8 measurements after significantly longer ex-
posure to nitrogen compared to the blue graph, with at least one hour of prior exposure (and a
maximum of 16h exposure). For a nitrogen exposure time between ten minutes and one hour,
the resistance would follow an intermediate curve.

The same sample could be made to follow either the red or the blue graph by varying the
nitrogen exposure time. Two samples were exposed to nitrogen for several hours, and found to
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follow the red curve on the first measurement. After cooling down, the samples were exposed to
air, and the resistance reset to its initial value. After re-exposure to nitrogen for 10 minutes prior
to measurement, the resistance change followed the blue curve. Conversely, a sample following
the blue curve could be made to follow the red curve in the next measurement by long nitrogen
exposure.

The central difference between ambient air and nitrogen atmosphere are the presence of
moisture and oxygen in air, both of which are reduced or absent in the nitrogen atmosphere.
Artificially increasing the moisture around the samples in an uncalibrated (qualitative) test in air
reduced the resistance of the PEDOT/DMSO samples. After removal of the moisture source, the
resistance increased back to its original value again. Therefore it is concluded that the PEDOT
samples absorb moisture, which changes the resistivity. This conclusion is also consistent with
the variance of the R-T measurement seen in ambient air. As the measurements were carried
out over a period of two weeks, the humidity of the air, and correspondingly moisture in the
sample, will have varied with the weather. The moisture absorbed in the sample evaporates
during heating, therefore it is likely that there are two overlapping mechanisms changing the
resistance. One is the resistance change due to the removal of water in the sample, the other the
resistance change due to temperature variation. However, as the average resistance increases
under nitrogen is 17.5%, and the average subsequent resistance decrease is 16% to 20%, the
overall resistance change due to both components individually adds up to a decrease of 1% to
6% compared to the initial value. This value is lower than the decrease of at least 8% measured
for the samples in air, therefore other effects (e.g. oxygen) must also play a role in the thermally
induced resistance change of PEDOT.

Apart from the large measurement variation, it was found that for the measurements in air,
the sample conductivity degraded by up to 5% after keeping the sample at maximum tempera-
ture for five minutes. The temperature was limited to a maximum of 130 ◦C to prevent excessive
sample degradation at high temperatures. For samples measured in nitrogen, the hot plate was
allowed to cool naturally under continued nitrogen flow after the five minute annealing time.
This resulted in a much longer exposure to high temperatures. No degradation was found for
these samples. Increasing the temperature further, continuous degradation was observed above
ca. 160 ◦C in nitrogen. The reduced sample degradation in nitrogen was also observed by Li et
al. [Li et al., 2004]. Similarly, Winter et al. [Winter et al., 1995] identified the degradation mech-
anism as partial oxidation of the sulfur in the PEDOT backbone, as well as the decomposition
of the PSS dopant under the influence of high temperature and moisture.

5.2.3 Epoxy encapsulated PEDOT/DMSO

The samples for this experiment were encapsulated with Araldite Rapid epoxy in ambient air,
including any atmospheric humidity and oxygen. Nitrogen exposure of encapsulated samples
even for several hours before a measurement did not make any difference to the measured re-
sistance, as the epoxy is a good barrier to diffusion.

The results of the R-T measurement for the epoxy-covered PEDOT/DMSO sample are shown
in Figure 5.2. The measured characteristics separated out into four groups, which are repre-
sented by the four different coloured curves. The blue and green curves are taken from samples
one day after encapsulation with epoxy. For these ‘fresh’ samples, the resistance change during
the first temperature cycle (green) differed from subsequent cycles (blue), a phenomenon that
was not observed for older samples examined more than a day after encapsulation. For the first
temperature cycle (green), the resistance decrease accelerates above 70 ◦C to 80 ◦C, levelling off
again around 110 ◦C. A permanent reduction in resistance was found in these samples after
cooling down. The standard deviation (error bars) of the green curve increases at high tem-
peratures due to different samples showing varying amounts of resistance change in their first
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(a) PEDOT/DMSO in air
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(b) PEDOT/DMSO in dry nitrogen

Figure 5.1: Normalised resistance vs. temperature for PEDOT/DMSO in air and in nitrogen
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measurement cycle. After the first measurement cycle, all ‘fresh’ samples showed much closer
R-T behaviour (blue curve). An obvious explanation for this phenomenon is that the epoxy
was not fully cured before heating, and the elevated temperature accelerated and completed
the curing process, possibly un-doing some of the increased resistance due to the epoxy coating
(Section 3.6). It will be shown in Section 5.3 that the epoxy causes resistance fluctuations for two
days after encapsulation, which is interpreted as the time for the epoxy to fully cure. The curing
time is consistent with the accelerated resistance change seen only for one day old samples.

The remaining two curves in Figure 5.2 show the R-T behaviour of two day old samples
(black), and samples greater than two days old (red). It can be seen that all curves, includ-
ing the fresh epoxy, display a minimum at a certain temperature. The location of the minimum
value is dependent on sample age. For fresh epoxy the minimum is found close to the maximum
temperature of 110 ◦C, and decreases to lower temperatures with increasing age. For samples
older than two days, degradation begins at temperatures as low as 65 ◦C. At temperatures of
more than ca. 10 ◦C above the temperature of minimum resistance, the resistance increases con-
tinuously and irreversibly when the sample is held at a constant temperature. The low degrada-
tion temperature and fast rate of degradation were not seen for the non-encapsulated samples
printed on glass. Therefore, the most likely cause for this behaviour is the Araldite epoxy, which
may itself have started to degrade.

This low-temperature degradation may in fact be useful as an additional tamper-proofing
property for smart card devices. Before the chip packaging is targeted, a smart card chip needs
to be removed from the carrier card. A simple way to do this is to soften the glue by heating
[Kömmerling and Kuhn, 1999]. If the temperatures are tuned so that the protection grid is
affected by this heating to soften the glue, the protection grid will already be damaged before
any properties can be measured. However, this security benefit is traded against robustness of
the card against accidental heating (e.g. hot car in summer).

5.2.4 Pure PEDOT, not covered

The R-T curves for pure PEDOT taken in ambient air and nitrogen are shown in Figure 5.3. The
behaviour of pure PEDOT differs significantly from PEDOT with DMSO. For measurements in
air (Figure 5.3(a)), the resistance changes significantly more (-78%) than PEDOT/DMSO (Fig-
ure 5.1(a), -13% on average). The second difference between the two sample types is the be-
haviour in nitrogen. PEDOT/DMSO showed an average increase in resistance of 17.5%. In
contrast, the resistance of pure PEDOT decreased by 66% when exposed to nitrogen. The R-T
curve for pure PEDOT in nitrogen is shown in Figure 5.3(b). It can be seen that the decrease in
resistance with temperature is close to linear, and shows little flattening at higher temperatures.
Unlike PEDOT/DMSO, the R-T curve did not vary with exposure time. Adding the resistance
changes from to nitrogen exposure and temperature change, a total resistance change of -82%
was calculated for the sample in nitrogen. This value is in reasonable agreement with the resis-
tance decrease of -78% determined from heating in air. The evaporation of humidity is consis-
tent with the overall change in resistance, and the flattening off at high temperatures when the
water is evaporated.

Interestingly, the R-T curve measured in air fluctuated less than for PEDOT/DMSO, despite
the much larger resistance change exposing the samples to nitrogen. It may be possible that
the conductivity reducing effect saturates at a comparatively low level of absorbed moisture.
This moisture is removed either by heating, or by lowering the ambient humidity below the
threshold for saturation (in nitrogen). The investigation of this effect is beyond the scope of this
dissertation and research field.

Under the bell jar, the measurement accuracy of the resistance of the pure PEDOT samples
was degraded by fluctuating multimeter readings. The measurement fluctuations disappeared
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Figure 5.2: Normalised resistance vs. temperature for PEDOT/DMSO covered with epoxy

as soon as the bell jar was lifted. The variations were caused by the uninsulated wire leads mak-
ing (weak) electrical contact with the hotplate under the pressure of the bell jar. For resistance
measurements of the order of MΩ, the bias currents are very low due to the limited measure-
ment voltage. Current leakage thus has a greater impact on measurement accuracy compared
to the more robust bias currents of PEDOT/DMSO (�kΩ).

5.2.5 Epoxy encapsulated pure PEDOT

The R-T curve for epoxy encapsulated pure PEDOT also shows different behaviour compared
to encapsulated PEDOT/DMSO (Figure 5.4). The same Araldite Rapid epoxy was applied to
the samples in ambient air, as to the PEDOT/DMSO samples. Regardless of age, all samples
showed an accelerated reduction in resistance for the first heating cycle (blue), and repeatable
characteristics thereafter (red). As before, the reduction in resistance after the first heating cycle
was permanent. Sample degradation as seen in the PEDOT/DMSO samples was not observed,
even though the epoxy was of the same type and age. It suggests like the degradation of epoxy
or its decomposition products only have an effect on high-conductivity PEDOT. This differing
behaviour may be explained by the degradation products of epoxy working against the con-
ductivity enhancement from the DMSO. Alternatively, the decomposition products may simply
have caused a fixed amount of resistance change, which in the 100� higher resistance of pure
PEDOT will have fallen within the measurement tolerance. A detailed chemical analysis would
be required to analyse the interaction, which is beyond the scope of this dissertation.

103



30 40 50 60 70 80 90 100 110 120 130
0.1

0.2

0.3

0.4

0.5

0.6

0.7

0.8

0.9

1

plate temperature (oC)

no
rm

al
is

ed
 r

es
is

ta
nc

e

(a) Pure PEDOT in air
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(b) Pure PEDOT in nitrogen

Figure 5.3: Normalised resistance vs. temperature for pure PEDOT in air and in nitrogen
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Figure 5.4: Normalised resistance vs. temperature for epoxy covered pure PEDOT

5.2.6 Conclusions

In summary, it has been shown that the resistance change of PEDOT at high temperature is not
repeatable by default. For repeatable thermal behaviour, it is important that the PEDOT line is
surrounded by an inert atmosphere, or encapsulation. Depending on design requirements, the
PEDOT grid should either be encapsulated by a temperature-stable material, or by an epoxy
that degrades at a certain maximum temperature.

5.3 Ageing behaviour

The proposed protection schemes rely on unique characteristics of the protection grid being
measured, and compared to a reference value, to determine the integrity of the packaging. As
changes in the properties of the grid are interpreted as tampering attempts, it is essential that
the PEDOT characteristics must remain stable over time. To determine whether a protection
grid fabricated from PEDOT permits a sufficient device lifetime for practical applications, the
long-term stability of PEDOT lines were be examined.

5.3.1 Setup and procedure

Fifteen samples for each of the four sample types (1:1 PEDOT:water and 1:1:0.1 PEDOT:water:DMSO,
epoxy encapsulated and bare) were used to determine the ageing behaviour. The I-V curves
were taken over the course of 130 days with the HP4156A semiconductor parameter analyser.
The samples were stored at ambient laboratory conditions (ca. 23 ◦C, light) throughout the mea-
surement period.
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5.3.2 Results

The resistance change with time for the two bare samples is shown in Figure 5.5. It can be seen
that the resistance of both PEDOT with DMSO (Figure 5.5(a)) and pure PEDOT (Figure 5.5(b))
more than doubled over the measurement period. The resistance of PEDOT with DMSO in-
creased by a factor ca. 2.65, while the resistance of pure PEDOT increased by a factor of 2.2.
The ageing curve for pure PEDOT shows more stray points (local minima) compared to the PE-
DOT/DMSO curve. As the resistance change with temperature is much larger for pure PEDOT
compared to PEDOT/DMSO, this is the most likely case. The temperature in the laboratory
may have varied on different days, due to the air conditioning in the laboratory running or be-
ing turned off. A temperature change of 5 ◦C causes a resistance change of 20% (magnitude of
the largest drop) for PEDOT in ambient air at a baseline temperature of 30 ◦C (Figure 5.3(a)).
Extrapolating the R-T curve to 23 ◦C, a smaller temperature change (�3–4 ◦C) is required to
cause the observed fluctuations, which may well have been caused by the air conditioning unit.
This result contrasts with the experiments of Xue et al., who found that the resistance change
saturates for samples stored in air over a similar time period [Xue et al., 2005].

Figure 5.6 shows the resistance change for the epoxy encapsulated samples. The resistance
of the encapsulated PEDOT/DMSO initially decreased for ca. three weeks, before stabilising
and slowly increasing again (Figure 5.6(a)), at a slow rate compared to the bare samples. In the
pure PEDOT samples, the resistance initially stayed roughly stable for the three week period,
(Figure 5.6(b)), before also increasing at a slow rate. For the first two days after encapsulation,
the PEDOT lines displayed significant variation in resistance, evident from the error bars in
Figure 5.6. The normalisation reference was therefore moved to day three, when the resistances
had stabilised. Comparing the decrease in resistance over the first three days to the resistance
decrease in the temperature measurements (Section 5.2.3), it can be concluded that the elevated
temperatures accelerate the curing process of the epoxy.

5.3.3 Discussion

These experiments show that the encapsulation with epoxy slows down the time-dependent
conductivity degradation of PEDOT. While PEDOT has been named as one of the most stable
organic conductors [Bantikassegn and Inganäs, 1997; Groenendaal et al., 2000; Heeger, 2001],
degradation with time is clearly visible. Two presentations available from the PEDOT supplier
confirm that PEDOT is stable in an inert atmosphere [Elschner, 2002], and that it degrades under
heat, UV light, and oxygen, while the PSS dopant degrades with water [Starck, d].

The reduced degradation of the encapsulated samples shows that at least one component
contributing to the degradation is blocked by the epoxy, most likely either oxygen or water.
The samples were stored in light conditions, which contains a UV component. As it was pos-
sible to evaporate PEDOT through the (intact) epoxy with a UV laser (Section 4.5), it is evident
that UV light can pass through epoxy. The UV light may contribute to the degradation of the
encapsulated samples.

Furthermore, the epoxy does not completely cover the samples, as the ends of the PEDOT
lines must be accessible for probing. This allows oxygen and moisture to diffuse into the PEDOT
from the sides, at a lower rate than for bare lines. Some oxygen and moisture may also diffuse
through the epoxy, but at a lower rate than through the open contacts. Apart from UV light and
small amounts of oxygen and water, reaching the encapsulated PEDOT, the epoxy itself may
also contribute to degradation. It was shown in Section 5.2 that the degradation of the epoxy at
high temperature impacts the conductivity of PEDOT. Therefore it is possible that the Araldite
epoxy may also have started to degrade, damaging the PEDOT resistors.
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(a) PEDOT/DMSO, bare
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(b) Pure PEDOT, bare

Figure 5.5: Normalised resistance vs. time for bare samples
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(a) PEDOT/DMSO, epoxy encapsulated
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(b) Pure PEDOT, epoxy encapsulated

Figure 5.6: Normalised resistance vs. time for epoxy encapsulated samples
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5.3.4 Conclusions

While it can be concluded that encapsulation of PEDOT decreases the ageing process, com-
pletely stopping PEDOT degradation has not been achieved. For a multi-year lifetime, a better
encapsulation material must be found to prevent the slow degradation observed in this ex-
periment. To eliminate degradation, the encapsulation material should completely enclose the
PEDOT lines, be opaque to UV light, and have minimal diffusion rates for oxygen and water.

5.4 Evaluation of passive protection grid prototype

To evaluate the ability to measure the properties of the protection grid with a standard CMOS
microchip, a prototype was assembled. A standard low-cost microcontroller was chosen to em-
ulate the security device and to read out the properties of the PEDOT lines. Microcontrollers
are similar to security devices, as they are also designed under stringent cost constraints. The
Microchip PIC 16F689 microcontroller used for the prototype has a retail price of around $1,
which may be used a benchmark value for the price of a security device.

The chosen readout scheme for the passive prototype is the RC delay line. This scheme
measures the time delay of a signal between the input to the protection grid and the output
from the protection grid. This scheme includes different aspects, that are also relevant for other
readout schemes. Time delay measurements are used in the delay line, as well as for a ring
oscillator active protection grid. To capture the signal at the end of the protection grid, an
analogue voltage measurement is carried out. The voltage measurement at the end of the delay
line is relevant to passive protection grids based on resistance ratios, as well as active bridge-
type protection grids.

As it must be assumed that any input to the security device may have been manipulated, the
reference clock for the time delay measurement must be generated internally on the microchip.
The frequency stability of the internal CMOS oscillator has direct influence on the measure-
ment accuracy of time intervals. Conveniently, the PIC microcontroller contains two internal
oscillators, which may be used to evaluate the frequency stability of CMOS oscillators.

The prototype is evaluated in two steps. First, the frequency stability of the internal CMOS
oscillators of the microcontroller is evaluated to give an indication how well a CMOS oscilla-
tor designed under cost constraints performs. In the second step, the sensitivity of the mea-
surement scheme implemented using the microcontroller is evaluated. A completely severed
protection grid would be trivial to detect, as no signal is transmitted. However, under the as-
sumption that the packaging does not ensure complete destruction, the grid resistance would
merely be altered. The sensitivity evaluation aims to quantify the detectable resistance change.

5.4.1 Theory

The measured time delay depends on the circuit properties, as well as the software of the mi-
crocontroller. As the microcontroller processes all instructions sequentially, there is an offset in
the measured time delay. The timer is started before the output is switched, and the interrupt
service routine also introduces a delay for stopping the timer. This time delay is constant for all
devices, and it can simply be subtracted automatically.

As the resistance and capacitance of the PEDOT protection grid vary with printed pattern,
the delay caused by charging the parasitic capacitances is unique to each device. Depending
on the relative magnitudes of the capacitances of the grid line, and of the measurement circuit,
different delay models are used.
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Figure 5.7: Diagram of capacitor

Generally, the parasitic capacitance per unit length of a grid line is calculated using the
standard plate capacitor model, as drawn in Figure 5.7:

C = A �
ǫ

d
(5.1)

c = (w + 2d) �
ǫrǫ0
d

(5.2)

Where the following symbols are used: area of a capacitor (A), thickness of dielectric (d), dielec-
tric constant (ǫ), total capacitance (C) and capacitance per unit length (c). A common assumption
for two plates of different sizes is that the fringe field extends both sides around the smaller plate
by the thickness of the dielectric.

If the total capacitance is dominated by the input to the measurement circuit, then a simple
lumped RC model may be used to calculate the total delay. In the prototype, the protection grid
line is separate from the microcontroller, and connected through the circuit board, wires, and
silver contacts. In addition, there is no ground plane in close proximity to the grid line, reducing
the capacitance of the grid line. Therefore it is expected that the RC delay of the prototype will
follow the lumped RC model.

A diagram of a lumped RC circuit with the symbols used for this derivation is shown in
Figure 5.8. Summing currents at node X:

0 =
Vx(t) �V i(t)

Rgrid

� i leak(t) �C p

dVx(t)

dt
(5.3)

dVx(t)

dt
=

Vx(t)

RgridCp

�
Vi(t)

RgridCp

�
ileak(t)

Cp

(5.4)
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(
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�
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)
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(

t

RgridCp

)
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)

(5.5)

The response Vx(t) depends significantly on the input function Vi(t) and the leakage i(t). For
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Figure 5.8: Schematic of lumped RC delay line

negligible leakage, an initial voltage Vx(0) = 0, and a step input Vi(t) = Vin at t = 0, this
expression is simplified to the well-known exponential approach curve:

Vx(t) = Vin �

(

1 � exp

(

�
t

RgridCp

))

(5.6)

If the parasitic capacitance of the grid line cannot be neglected, a distributed RC delay model
must be used. The standard model is the Elmore delay model [Elmore, 1948], in which the the
delay line is split into discrete RC-segments. In the Elmore delay model, the overall delay time
is computed by summing the product of the capacitance of each segment with the resistance
to the signal source. While this model works to compute the delay time constant, it does not
fully capture the wave form expected at the output of the circuit. For a constant resistance
and capacitance per unit length (which may not be the case for topographical base layer), it is
possible to define the RC circuit as a 1-D diffusion equation [Rabaey et al., 2003]. The solution to
the diffusion equation for a step response of an open-ended distributed RC line is computed in
literature [Kahng and Muddu, 1994]. The computation of the output waveform for an arbitrary
input waveform and/or non-constant capacitance per unit length require a convolution of the
impulse response with the input waveform. The derivation of the output waveform is therefore
best done as numerical simulation using the simulator with integrated circuit emphasis (SPICE).

A depackaging attempt is likely to cause the electrical properties of the PEDOT line to
change. If the line geometry is not affected, the total resistance of the line will change, but
the capacitance of the system will remain constant. This will result in a corresponding change
in RC time constant, and hence be detectable by the circuit.

5.4.2 Prototype design

A PIC microcontroller is used to emulate the security device. For simplicity, the time delay
along the grid line is measured by switching a digital output pin from zero to one (0 V to Vdd) as
a step function. Using a digital input to the microcontroller as receiver was found to switch at
a very low input voltage, resulting in a delay time which was too short for evaluation. Instead,
the analogue comparator of the microcontroller is used to define a threshold voltage at which
to measure the delay time. The voltage level of 15

24
�V dd was chosen arbitrarily, as it corresponds

to a setting of ‘11111’ in the control register.
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Figure 5.9: Schematic of passive protection grid prototype

The maximum input impedance into the analogue comparator of the microcontroller is spec-
ified at 10 kΩ, which is too low for PEDOT grid lines. Therefore, a CMOS op-amp was used as
a voltage follower buffer. To minimise the leakage currents, a CMOS op-amp with a very high
input impedance of the order of TΩs was chosen as the buffer. The final schematic of the passive
delay line prototype is shown in Figure 5.9.

As the maximum operating frequency of the PIC microcontroller is 20 MHz, the resolution
of the delay measurement is limited to steps of 50 ns. To reduce the noise added by the discrete
time intervals, the rise time should span a sufficiently large number of clock cycles. If the delay
time spans e.g. 100 clock cycles, the time resolution and quantisation error is 1%. Using the
PIC microcontroller, the rise time of the grid must be slower than ca. 5 µs. This in turn requires
that the resistance of the grid line is appropriately large, trading off delay time and feeble bias
conditions at low currents. To run the microcontroller at the full frequency, an external 20 MHz
quartz crystal was used to generate the clock frequency rather than the slower internal oscillator.
As quartz crystals have very high frequency stability, the measurement accuracy of the delay
time consists of two components: the CMOS oscillator frequency stability, and the accuracy of
the delay measurement itself at a fixed oscillator frequency.

5.4.3 Measurements

5.4.3.1 Stability of CMOS oscillators

Setup and procedure Measurements were carried out for both internal oscillators of the mi-
crocontroller. An output pin was toggled to determine the oscillator frequency at different volt-
ages and temperatures. The frequency was measured using a counter timer. The supply voltage
to the microcontroller was varied using a laboratory power supply and a voltmeter was used to
measure the voltage across the power and ground pins. The temperature was varied by means
of ice spray and a hot air blower cooling or heating the top of the device. The temperature was
measured using a thermocouple placed below the device. Before determining the oscillator fre-
quency, the temperature was held stable for at least 30 s to allow the core of the device to reach
the ambient temperature.
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Resistance R Mean delay µ standard deviation σ µ / R
MΩ clock cycles clock cycles clock cycles/MΩ

14.92 358 12.39 23.99
16.81 410 12.00 24.39
19.82 475 12.65 23.96
21.7 483 13.31 22.25

Table 5.1: Delay line measurement results

Results The frequency-voltage diagram is shown in Figure 5.10(a). It can be seen that the fre-
quency of both oscillators drops significantly at voltages below the specified minimum supply
voltage of 2 V. Between 2 V and 6 V (detail in Figure 5.10(b)), the internal RC oscillator frequency
is found to be very stable (within 0.5%). The high frequency internal oscillator frequency varies
between +1% and -3.5%.

The frequency-temperature plot for both oscillators is shown in Figure 5.11. The frequencies
of the internal oscillators vary by less than �1% (0.4% for the RC osillator) within the measured
temperature range. This figure is in line with the accuracy quoted in the PIC 16F689 data sheet.
This variation is small compared to the frequency variation with voltage and the change of
PEDOT resistivity with temperature.

5.4.3.2 Delay line tests

Procedure Initially, the time delay of the microcontroller setup without a PEDOT protection
grid was measured. The output of the microcontroller was short-circuited to the input of the
voltage follower buffer. For the main measurement, a 5 mm, 6-layer PEDOT line printed on
an epoxy substrate was wired between the two terminals. The resistance of the protection grid
line was measured using a multimeter. One thousand time-delay measurements were taken for
each measurement round. After a measurement round, the protection grid and substrate were
deformed using a needle to effect a change in resistance.

Results The short-circuit delay time was determined to be a constant 29 clock cycles including
the op-amp buffer and 26 clock cycles without. The results of four measurement cycles of an
example delay line are shown in Figure 5.12. The results are also tabulated in Table 5.1. As can
be seen from the last column, the µ/R ratio is near constant, showing good correlation with the
lumped RC model. Measurements on other samples also showed a constant µ/R ratio. A differ-
ent sample was characterised with 1000 and 10000 observations to test the independence of the
measurements, and determine whether the PEDOT line characteristics might change with large
numbers of measurements in a short period of time. For the 1000 observation measurement set
µ = 289.70, σ = 14.56 and for 10000 measurements of the same sample µ = 289.16, σ = 14.81.
As these values are practically identical, it can be concluded that the resistance measurement is
a stationary process, and individual measurements are independent from each other.

5.4.4 Discussion

The RC oscillator is more stable than the high frequency internal oscillator, however the gen-
erated clock frequency is also much lower (31 kHz). For a security device to measure delay
times or frequencies with high resolution, a faster oscillator than the in-built slow RC oscillator
is required. As standard RC oscillators are limited to a few MHz frequency [Bala and Nandy,
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Figure 5.10: Frequency vs. supply voltage for PIC16F689 internal oscillators
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Figure 5.11: Frequency vs. temperature of PIC16F689 internal oscillators

Figure 5.12: Delay line test with four measurement sets after damaging the PEDOT line

115



2005], a ring oscillator or phase-locked loop may be necessary to measure time intervals with
sufficient resolution, however these may suffer from reduced frequency stability.

From the measurement results it can be seen that a variation in supply voltage generally
causes a larger drift in frequency than the ambient temperature. A stable voltage reference
[Giustolisi et al., 2003] may be used to ensure a constant supply voltage. If the supply voltage is
stable, the frequency variation due to ambient temperature lies within �1%, or 4 to 5 clock cycles
in this example. As the resistivity of PEDOT has a much higher variation with temperature
(Section 5.2), the temperature-dependent frequency drift of the oscillator is negligible.

The delay measurements taken with the microcontroller do not show any variation with
number of measurements, confirming the absence of any systematic measurement variation. It
can be seen from Figure 5.12 that the delay measurements follow a Gaussian distribution. A
statistical test may be used to verify whether a single, new measurement of the delay time is
likely to have originated from the distribution of the undamaged protection grid. This integrity
test corresponds to an individual measurement xi of the protection grid delay time being tested
against the null hypothesis H0 : xi 2 S(µ, σ). Using the individual delay time, and the known
mean and standard deviation of the intact protection grid, the z-score may be computed:

z =
xi �µ

σ
(5.7)

The z-score is equivalent to normalising the measurement data in units of standard deviations
of the standard normal distribution [Lane, 1999]. The z-score is used as a metric in a (two-sided)
test with a defined false rejection ratio. The threshold values outside of which the computed
z-score is rejected are computed using the cumulative distribution function (cdf) of the standard
normal distribution. As the security devices should have a low probability of premature failure
(inadvertent self-destruct), it must be ensured that the probability of incorrectly assuming the
grid is damaged (confidence) is sufficiently small, e.g. 0.1%. For a single measurement xi, using
a two-sided test, a confidence of 0.1% corresponds to a range of 3.3 standard deviations around
the mean. In the example of the protection grid with a standard deviation of σ ' 12 clock cycles,
this corresponds to a deviation of ca. 40 clock cycles from the reference mean, or around 10% of
the mean value.

To increase the resolution of the integrity test, multiple measurements may be taken each
time the protection grid is tested for integrity. With N observations (measurements) x1, . . . , xn,
the computation of the z-score is changed by the square root of N [Lane, 1999]:

z =
x̄ �µ

σ
�

p
N (5.8)

This z-score is again used in conjunction with the thresholds computed from the inverse cdf
as before. Inserting different values for N, the measured deviation from the mean at which the
protection grid should be labelled as defective can be computed. The result of this calculation is
shown in Figure 5.13 against the number of measurements N. For this plot, a standard deviation
of 12.39 clock cycles was assumed (first row of Table 5.1).

The previous evaluation computes the difference in the mean of the measurement and ref-
erence value required to achieve a probability of 0.1% of falsely characterising a protection grid
as damaged. What is not captured by this calculation is the probability of actually detecting a
damaged protection grid. If only a small number of observations or measurements is carried
out, the observation mean may not reflect the mean of the underlying protection grid. In other
words, as there is a spread in the measurement values, it may be possible that a damaged pro-
tection grid generates a ‘valid’ result. The probability of correctly rejecting a null hypothesis
(“protection grid is intact”) is described by the power of a test [Lane, 1999]. Power may thus be
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Figure 5.13: Rejection level vs. number of measurements for 0.1% confidence

traded against statistical significance (confidence level) [Cohen, 1988].
A statistical test to quantify the difference of means is the ‘t-test’, if the measurement data

are normally distributed [Lane, 1999]. Different versions of the test exist for different types
of data. A variant exists for two measurement sets of unequal sample size, if the mean and
standard deviation of one measurement set is known and the standard deviation of the second
measurement can be estimated. As the standard deviation of the measurement sets was found
to be constant for a sample, this variant of the test may be used. This test is used to compute the
difference in means of the underlying protection grid that can be detected for a given number of
measurements, at a chosen confidence and power [Lane, 1999]. The graph in Figure 5.14 shows
the achievable resolution vs. number of measurements for the same standard deviation used
in the previous example. It assumes the same confidence level of 0.1%, as before. A statistical
power of 80% was chosen, which is a commonly used value in scientific analyses [Cohen, 1988].
For small numbers of measurements (low N), distribution and standard deviation are badly
defined, therefore the test becomes unreliable, hence a low detection accuracy.

Figures 5.13 and 5.14 therefore describe slightly different things. Figure 5.13 describes the
difference in means between the reference value and measurement average that is required to
determine that a device really is compromised. Figure 5.14 in turn describes the change in mean
(or resistance) that is likely to be detected with a probability of 80% (and an error rate of 0.1%),
if the metric of Figure 5.13 is applied. As the measurement mean approaches the sample mean
for large numbers of measurements, the two figures converge.

As the standard deviations for all measurements of the same sample were nearly identical,
it may be assumed that changes in resistance due to environmental conditions (temperature)
will result in a shift of the mean. Therefore, compensation for temperature variation can be
expressed as a linear combination of the measurement distribution of the time-delay, the mea-
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Figure 5.14: Resolution vs. number of measurements for 80% power and 0.1% confidence level

surement accuracy of the ambient conditions, and the uncertainty of resistance change at the
measured environmental conditions.

5.4.5 Conclusions

The evaluation of the passive protection grid prototype has shown that it is possible to im-
plement a time delay measurement circuit using a CMOS microcontroller. The measurement
results show a spread in values, therefore statistical methods may be used to determine whether
the protection grid has been damaged. The resolution of the test may be increased using multi-
ple measurements and comparing the measurement set to the reference distribution. The stan-
dard deviations of the measurements were found to be constant over the examined resistance
range, and to vary only between different samples. Resistance variations due to environmental
conditions (e.g. temperature) are thus expected to affect only the measurement mean. There-
fore, compensation for environmental influences essentially consists of the combination of the
uncertainties of measuring the ambient conditions, and the uncertainty of the change in char-
acteristics.

5.5 Evaluation of active prototype

To evaluate the sensitivity of active protection grids, the bridge circuit was selected as the sim-
plest read-out scheme. A standard all-inkjet organic transistor was fabricated and characterised
to evaluate current organic transistor technology. These circuits are simulated using the mea-
sured transistor characteristics, as it was not feasible to characterise fabricated organic TFT
bridge circuits. The simulation results are compared to typical silicon transistors, which have
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Figure 5.15: Structure of organic transistor

more ideal characteristics. The comparison is used as an aid to estimate what progress may be
expected with future generations of organic transistors which are suitable for protection grid
applications.

There are two semiconductors that are reported to be suitable for all-polymer organic TFTs.
The first one is poly(9,9-dioctyl-fluorene-co-bithiophene) (F8T2), and the second is poly(3-hexyl-
thiophene) (P3HT) [Kawase et al., 2005]. Both semiconductors have similar electrical properties,
with P3HT achieving a slightly higher carrier mobility [Facchetti, 2007; Speakman et al., 2001].
The air stability properties of the polymers is reported to differ, with F8T2 being more stable
than P3HT [Burns et al., 2003; Sirringhaus et al., 2000; Stutzmann et al., 2003]. The ionisation
potential of the semiconductor (F8T2: 5.4 eV, P3HT: 4.9–5.1 eV) gives an indication of air stability,
with a minimum potential of 5.2 eV being reported as stable [Kawase et al., 2005]. Due to its
better stability, F8T2 was chosen for the prototype transistor.

5.5.1 Transistor design and fabrication

To reduce the exposure of the F8T2 semiconductor to oxygen and moisture, a top-gate transistor
configuration was chosen, similar to one reported in literature [Rost et al., 2004]. The transistor
structure and layers are shown in Figure 5.15.

The source and drain contacts were inkjet printed on a glass substrate using 1:1:0.2 wa-
ter:PEDOT:DMSO ink. The print settings were identical to those of the PEDOT resistors of the
passive protection grid. The transistor geometry was chosen to be similar to other reported
F8T2 transistors [Burns et al., 2003; Kawase et al., 2005; Sirringhaus et al., 2000; Stutzmann et al.,
2003]. The device width was 2 mm. A minimum nominal channel length of 50 µm was re-
quired to ensure that the source and drain contacts were not short-circuited by stray PEDOT
drops. The actual channel length varied significantly, therefore no exact definition is possible
for this transistor.

After printing the source and drain contacts, both contacts were padded with silver paint to
allow probing through the insulator and semiconductor layers. To prevent the silver from influ-
encing the transistor properties, it was deposited away from the transistor channel. Following
the transistor recipe used by [Kawase et al., 2005], the F8T2 semiconductor was spin-coated from
xylene solution followed by the PVP gate insulator from isopropanol solution. Finally, the tran-
sistor gate was printed on top of the PVP layer, using non-DMSO 1:1 PEDOT:water ink, as gates
printed with PEDOT/DMSO ink dissolved enough PVP to short-circuit the transistor through
the insulating layer. A microscope image of the organic TFT is shown in Figure 5.16. The gate
contact was printed with sufficient width to cover the channels of all transistors in the same row
on the substrate.
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Figure 5.16: 50� magnified microscope image of F8T2 OTFT (white and black lines added to
highlight edges)
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Figure 5.17: Measured characteristics of F8T2 OTFT

5.5.2 Transistor characteristics

The transistor characteristics were determined using a HP4156A semiconductor parameter anal-
yser. To represent the target voltage range of 10 V, the examined source/drain voltage range was
� 20 V, at gate voltages between �10V.

The measured transistor current vs. source/drain voltage (at various gate voltages) of the
best transistor is shown in Figure 5.17. The transistor shows p-channel field-effect transistor
(FET)-like behaviour. Despite using non-DMSO ink, the transistor gate exhibits significant cur-
rent leakage, altering the measured drain current. The I-V measurements were found not to
be repeatable as the current varied between measurements. The off-state leakage current, in
particular, increased with each measurement. While the general I-V characteristics of the tran-
sistors are similar to the values reported in literature (e.g. [Kawase et al., 2005]), the transistors
degraded between measurements. Degradation was not observed in the transistors reported
in literature, however these measurements were carried out in nitrogen rather than ambient
air. With the observed degradation of characteristics between measurements, it is not feasible
to measure the balance point of fabricated bridge circuits. Instead, a simulation of the bridge
circuit is carried out using the measured transistor I-V curve from Figure 5.17. The problem of
degradation in air may be avoided with appropriate encapsulation. The evaluation of compati-
ble encapsulation methods, which provide protection from oxygen and moisture, is beyond the
scope of this dissertation.

5.5.3 Simulated bridge

One half of the bridge circuit is examined using the load-line technique described in Appendix
F of [Horowitz and Hill, 1989]. The load-line technique is derived from Kirchhoffs’ Current and

121



Vg1

Vg2

Vy

Vdd

T2

T1
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Voltage Laws. It is a graphical method to analyse a series connection of two devices. For the
example circuit in Figure 5.18, the I-V curve of the first device (T1) is plotted as usual. The I-V
curve of the second device (T2) is plotted into the same figure, but for voltages of Vdd �V y. The
second plot is essentially reversed, with the origin at Vdd. The output voltage corresponds to the
intersection of the two I-V curves, as required by Kirchhoffs’ Current Law. Using the voltages
and circuit shown in Figure 5.18, the following boundary conditions are used to construct a
load-line diagram for the two transistors in one branch of the bridge:

Transistor 1:

Vgs,1 = Vg,1 (5.9)

Vds,1 = Vy (5.10)

Transistor 2:

Vgs,2 = Vg,2 �V y (5.11)

Vds,2 = Vdd �V y (5.12)

To illustrate the output voltage Vy for different input conditions, the drain current of T1 and
T2 is plotted against Vy for different gate voltages (Figure 5.19). The supply voltage was chosen
to be -10 V, which is defined to be the maximum feasible operating voltage to interface with
standard low-cost silicon microchips. For comparison purposes, the same plot is constructed
using the characteristics of a standard p-channel silicon MOSFET (l = 0.5 µm, w = 2 µm) in
Figure 5.19(b).

The blue curves in Figure 5.19 correspond to T1. As the transistor has a fixed Vgs and a
varying Vds, the curves are identical to Figure 5.17. The red curves correspond to the second
transistor, with Vgs and Vds depending (linearly) on Vy . The red curve therefore represents the
transistor current for a fixed offset between Vgs and Vds. The intersection points of the blue and
red curves mark the output voltage Vy for the given gate voltages, which are labelled at the end
of each curve.

Comparing Figure 5.19(a) and 5.19(b), it can be seen that the F8T2 transistor is in its linear
region (Vds < Vgate �V threshold) for most of the target voltage range, while the silicon transistor
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reaches saturation. Significant leakage currents of the organic transistor are also visible com-
pared to the silicon transistor. Both transistor types have in common that the drain currents
show reduced dependency on the gate voltage in the linear region. This leads to low sensitivity
of the output voltage Vy to the gate voltage Vg1 of T1. This effect is especially visible in Fig-
ure 5.19(a), for gate voltages around -6 V to -8 V (and -10 V if it were not shifted to the left). As
the protection grid scheme intends to map multiple inputs to a single output value, operation
in the linear region is to be avoided.

Shifting both the supply voltage and the gate voltage of T2 (Vg2) by the same amount corre-
sponds to a shift of the red curve along the x-axis. By relaxing the operating voltage constraint,
better sensitivity of the output voltage can be obtained for the F8T2 transistors. Figure 5.20
shows the simulated characteristics obtained for an operating voltage range of 20 V. It can be
seen that the the intersections of the red and blue curves have been shifted to a more saturated
region of the T1 curves. This ensures that the output voltage Vy also depends on the gate volt-
age of T1, as with the silicon MOSFET. If the typical operating voltages of organic transistors
can be reduced, then it should be possible to implement this read-out scheme using a standard
low-cost silicon microchip.

Another difference between the OTFT and the silicon MOSFET are the current levels due
to the reduced electron mobility in organic materials compared to silicon. Despite the OTFT
having a very high width/length ratio, the current of the organic transistor is four orders of
magnitude less than the current through the silicon transistor. The low current levels of the
organic transistor of 10 nA to 100 nA are far more vulnerable to noise than the mA of the silicon
transistors. In addition, any leakage currents or input currents to measurement circuits have
a larger effect, the lower the transistor current. A higher transistor current would therefore be
desirable for operating a protection grid.

5.5.4 Conclusions

From the measured transistor characteristics and the observed degradation, it is apparent that
inkjet printed active protection grids are not yet feasible. However, if transistor characteristics
are improved (lower operating voltages and higher currents), and more stable devices can be
made, the bridge circuit may well be used to characterise transistors.

5.6 Conclusions

Temperature dependency The temperature dependent resistance of PEDOT was shown to be
repeatable between samples, so long as the samples are heated in the same ambient conditions
(humidity). If the atmosphere is not inert, degradation may occur at elevated temperatures.
Depending on the required temperature range, the tested Araldite Rapid epoxy may either be
useful as a tamper-prevention encapsulation, or be inferior to more temperature-stable epoxies.

Ageing Non-encapsulated PEDOT is not acceptable in terms of its ageing behaviour, neither
for pure PEDOT nor PEDOT/DMSO. The epoxy encapsulated PEDOT is significantly better,
but still shows some degradation for pure PEDOT, which should ideally be eliminated. A bet-
ter encapsulation material would shield the epoxy from the three main causes of degradation
(water, oxygen, and UV light).

Passive prototype The delay time of evaluated passive prototypemay be described by a lumped
rather than a distributed RC delay model. The resistance change of the grid line was found to be
easily detectable as change in the measured delay time. The measurement values taken with the
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Figure 5.19: Simulation results of two transistor bridge
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Figure 5.20: Simulation results of two transistor bridge at lower supply voltage

PIC microcontroller were distributed around a mean, rather than being a fixed value. Statistical
tests and multiple measurements to determine integrity may be used to enhance the accuracy
of the integrity measurement.

Active prototype The fabricated organic TFT test device shows significant degradation be-
tween measurements, as well as low current levels. Therefore, experimental evaluation of the
bridge circuit is not feasible. A simulation showed that different output voltages can be achieved,
though the sensitivity with respect to the gate voltage of the first transistor, and robustness
against measurement noise are lacking. Using better transistors, the evaluated bridge circuit
may be feasible for a protection grid.

In summary, the evaluation of the practical aspects of the protection grids has shown that
changes to implementation details are required to assemble a robust protection grid. The tested
Araldite epoxy has been shown to be inadequate both in terms of temperature stability, and
in terms of preventing ageing of the protection grid. The passive prototype assembly showed
that the RC delay measurement scheme can achieve good sensitivity to resistance changes of the
protection grid. The active protection grid on the other hand is far from meeting requirements.
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6
Chapter Six

POWER ANALYSIS

COUNTERMEASURE

6.1 Introduction

A number of countermeasures against power analysis attacks have been published [Benini et al.,
2003; Grassert and Timmermann, 2001; Kulikowski et al., 2006a; Macé et al., 2005; Plana et al.,
2003; Sokolov et al., 2005, 2004; Tiri and Verbauwhede, 2004a; Tiri et al., 2002; Yu et al., 2003].
While reductions were made in the data-dependency of the power consumption, a small im-
balance always remained. This remaining imbalance leaves the devices vulnerable to power
analysis. A reduction in the data-dependency of the power consumption reduces the signal to
noise ratio for an attacker. This eventually hides the data-dependent power consumption sig-
nal in noise, making different data indistinguishable in the first instance. Better mathematical
models to enhance differential power analysis (see Section 1.2.2) help an attacker recover the
secret data despite the reduced signal to noise ratio.

The large variety of power analysis methods hamper the definition of a precise quantitative
measure of security, and what signal to noise ratio is required to recover secret data. However,
on the lowest level, all power analysis variants involve some form of processing of the instan-
taneous power consumption of a security device. Therefore, a conservative guideline can be
defined that any difference between power consumption traces that is visible in measurements
must be assumed to leak data.

In this chapter, the problem of the remaining imbalance in nominally balanced circuits is
evaluated. Balanced dynamic dual-rail logic gates were designed and analysed, both in sim-
ulation and as fabricated microchips. The work for this chapter was motivated by Professor
David Harris of Harvey Mudd College, Claremont, California whilst he was on sabbatical in
Cambridge. Prof. Harris proposed to modify dual-rail domino logic cells to achieve balance.
Under the standard power consumption model, if equal capacitances are discharged for all in-
puts, power consumption is constant for all input data [Tiri et al., 2002]. Therefore, a perfectly
balanced layout should result in data-independent power consumption.

As multiplication is relevant in modular exponentiation used in public key cryptography
[Messerges et al., 1999], a multiplier was chosen as a test structure. An array multiplier is a tiled
design, with each tile consisting of only three different logic gates [Weste and Harris, 2004]. As
the structure is regular and simple, it can be laid out by hand, to give full control over layout
geometry and parasitic capacitances. The small number of different components facilitates the
analysis of power consumption.
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The goal of this evaluation is not to develop a universal, new logic style to counter power
analysis. Instead, the balanced dual-rail domino logic is used as a starting point to identify
causes of data-dependency of the power consumption beyond discharging different sized para-
sitic capacitances. The findings are used to derive guidelines for designing better balanced logic
gates. Therefore, the design of a full security device is not required, nor is it a problem that the
fully manual layout method is labour intensive.

The evaluation is carried out in multiple stages. The three logic gates that form the multiplier
cell are first modified from their original domino logic to achieve balance. These cells are assem-
bled to design an 8-bit multiplier suitable for fabrication. To test the balance properties of the
circuits, the multiplier circuit and the individual cells are simulated using the SPICE tool. The
findings of the simulation are then compared to measurements carried out on fabricated multi-
plier chips obtained through the Metal Oxide Semiconductor Implementation System (MOSIS).

6.1.1 Evaluation procedure

The evaluation of the balanced dual-rail domino logic is carried out in simulation and measure-
ment, as both have distinctive features. Simulation of logic gates allows the power consump-
tion of logic gates to be evaluated at very fine-grained detail and temporal resolution. Currents
through individual transistors or small wires on a microchip are typically not accessible to direct
measurement, but can be estimated using the SPICE simulator. These wires may be embedded
in the chip, and a measurement would require alterations in the layout to permit probing ac-
cess. These alterations influence the power consumption behaviour, defeating the purpose of
the measurement. The disadvantage of simulations is that they only reflect an idealised model
of the circuit, which may not be accurate. Fabricated geometries or transistor characteristics
have tolerances, which may vary from the ideal, skewing the results. In addition, simulations
are restricted to the circuit, and do not include the connections to the chip packaging, power
supply variations or substrate coupling.

The measured power supply current traces may be assumed to be low-pass filtered [Fournier
et al., 2003] and noise-added versions of the simulated traces. The capacitances of the chip pack-
aging and circuit board, as well as the measurement setup (typically resistor and oscilloscope
probe) store charge, which may momentarily supply the device, smoothing out the measured
current. In addition, noise is introduced into the measurement by the wires capturing external
EM interference, mismatches in characteristic impedances causing signal reflections, an imper-
fect power supply, and the measurement noise in the oscilloscope itself. Measuring the current
on a fabricated device also has the advantage that systematic transistor variations due to the
layout are automatically included, and do not require a laborious monte-carlo simulation.

The details of the measurement setup vary between attackers, and with it the achievable
measurement accuracy. If differences between power consumption traces can be detected using
the experimental setup, then the results clearly demonstrate that the device is insecure. The
converse, however, is not proof of security. The likelihood of detection outside the packaging
is correlated with the variance of the simulated current traces. While metrics of the variances
between traces have been defined [Gebotys, 2004; Tiri et al., 2002], using them in the context
of evaluating single logic gates is misleading. The amount of imbalance becomes irrelevant if
differences in the power consumption traces can be measured. In this case, a device is vulner-
able to differential power analysis techniques, and therefore insecure. The magnitude of the
imbalance only becomes relevant if the variation is close to indistinguishable. In this case, the
magnitude of the imbalance correlates with the number of measurements required to compen-
sate for the measurement noise swamping the data-dependent signal. Apart from variations
in total charge consumed per clock cycle, there may also be a time shift in power consumption
traces (data-dependent jitter). Current imbalances of short duration are more easily obscured by
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the low-pass filtering effect of the packaging and measurement setup, while longer time shifts
are more easily visible on the power supply pins of a device.

6.2 Design

6.2.1 Secure Array Multiplier

The array multiplier is a tiled array of carry-save adders, arranged in a regular layout as shown
in Figure 6.1 (reproduced from [Weste and Harris, 2004]). An n-bit array multiplier consists of
n2 + n tiles, as the bottom row of carry-propagate adders can be made from carry-save adders.
Each carry-save adder tile comprises three logic gates: a 2-input AND, a 3-input XOR, and a
3-input majority gate [Weste and Harris, 2004], connected as shown in Figure 6.2.

6.2.2 Balanced dual-rail domino logic

Domino logic is a combination of dynamic logic gates and static (standard) inverters [Weste
and Harris, 2004]. In dynamic logic gates, the pull-up/PMOS transistor network is replaced by
a single clock-driven pre-charge transistor [Weste and Harris, 2004]. If the clock is low, the pre-
charge transistor conducts current and charges the output node. When the clock rises, the pre-
charge transistor ceases to conduct and the pull-down network of the logic gate can discharge
the output node, if appropriate.

If any of the inputs to the NMOS logic transistors are high, the transistors are conductive. If
a conducting path to ground is established during pre-charge, the N- and PMOS transistors will
be in contention and waste power. If it cannot be guaranteed that all inputs to the logic gates are
low during the pre-charge phase, a foot transistor (clocked NMOS transistor between the logic
gate and ground) may be added [Nowka and Galambos, 1998]. A footed design is chosen to
prevent accidental discharge. Another requirement for the input signals is monotonicity [Weste
and Harris, 2004]. As the output node can only be discharged once during evaluation, the input
signals must only rise monotonically from low to high, to ensure a correct result [Weste and
Harris, 2004]. The output of a dynamic logic gate is high during pre-charge, and may switch
to low during evaluation (monotonically falling). To meet the monotonicity requirements, the
output nodes are inverted using a static inverter in domino logic [Weste and Harris, 2004].

A simple node counting technique was used to balance the logic gate design. In this tech-
nique, the nodes in a logic gate are grouped according to the number of connected transistors.
Under the assumption of a symmetric layout, the pull-down transistor network is designed so
that the number of discharged transistor nodes groups is equal for all possible inputs to the logic
gates. To ensure all nodes of the logic gate are charged during the pre-charge phase, additional
PMOS transistors are connected to each node in the logic gate.

Examination of the three logic gates showed that the XOR gate is balanced by default, and
all that is required is a symmetric layout of the gate. The AND and majority gates, however,
required significant modification. To prevent cross-talk between signal wires, power or ground
wires were interspersed between the differential wire pairs.

6.2.3 Gate design

6.2.3.1 XOR Gate

The schematic of the XOR gate, as it is shown in Figure 6.3, was suggested by Prof. David Harris.
The output inverters of the domino logic gate are overlaid with a blue shading. The PMOS pre-
charge transistors are highlighted in green, and the foot transistors are highlighted in red. The
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Figure 6.2: Array Multiplier Cell

remaining transistors are the evaluation transistors of the logic gate. The function of the logic
transistors might be described as a set of multiplexers controlled by each of the inputs. During
evaluation, the A-transistors connect either the left two or the right two B-transistors to ground.
The B-transistor pair in turn selects which C-transistor pair is connected to ground. Finally the
C-transistors choose which of the two inverted output nodes is discharged.

As each input to the logic gate (A, B, or C) essentially selects one of two nodes, the gate
is balanced by default, so long as the layout is symmetric. Figure 6.4 shows my hand-crafted
symmetric layout of the XOR gate.

The transistor spacing and layout was arranged to fit into the regular tiled layout, as well as
the routing requirements for the output. The transistors are green, with different hatching to
show the doping of the silicon (dotted for p-type transistors, diagonal hatching for n-type tran-
sistors). The metal layers are colour coded in blue (metal 1, lowest), magenta (metal 2, middle),
and yellow (metal 3, top). The polysilicon gates of the transistors are pink, and the vias are filled
black squares. For better orientation, the output inverters, pre-charge and foot transistors are
highlighted in the same colours as the schematic. The evaluation transistors are emphasised in
the black box.

6.2.3.2 AND Gate

The standard dynamic dual-rail AND gate is not symmetric by default. The ‘true’ branch (AND.h)
comprises two series transistors, and the ‘complement’ branch (AND.l) two parallel transistors.
The schematic of the balanced AND gate in Figure 6.5 shows the simple extension, which was
also suggested by Prof. Harris. The highlighting scheme used in Figure 6.5 is identical to the
one used for the XOR gate. To achieve balance, the logic transistors in each branch are doubled,
so that there are four transistors in each branch. If the inputs are connected as shown in the
schematic, one of the two output nodes is discharged, as well as two of the nodes between the
series transistors, independent of input.
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Figure 6.3: Schematic of XOR gate

I crafted the layout of the AND gate (Figure 6.6) to ensure the discharge of identical capac-
itances for all input cases. The layout is highligted in the same colours as the schematic (Fig-
ure 6.5). The eight evaluation transistors (inside the black rectangles) are arranged such that
the input of each half of the gate is in the centre of the transistor pair closest to the (red) foot
transistors. Correspondingly, the output of the dynamic logic part of the gate is in the centre of
the transistor pair furthest from the foot transistors.

6.2.3.3 Majority Gate

The majority gate required substantial re-design to balance the discharged capacitances in each
clock cycle. On evaluation, it was found that Prof. Harris’ initially proposed design was not
balanced. A new gate was designed to achieve balance with a minimum size footprint, but not
adding transistors for all possible input combinations and permutations. This would require
144 transistors, as there are 8 possible input data, times 3 transistors in each combination, times
6 positional permutations per combination to ensure an even number of discharged nodes. As
shown in Figure 6.7 (highlighted as before), the new design consists of a total of 18 evaluation
transistors. A standard dual-rail majority gate requires at least 10 evaluation transistors, there-
fore the size penalty is less than twice the standard number of transistors.

Using the node numbering from Figure 6.7, the discharge status for all nodes and inputs
is shown in Table 6.1. It can be seen that, independent of input, the same numbers of nodes
between transistors are discharged. Some of the nodes are discharged indirectly, marked by
the dagger symbol (y). Indirect discharge takes place when a node is discharged via the output
node. In this case, the transistor between that node and the output is conducting, but transistors
between the node and the foot transistor are not. The discharge path for that node thus goes
through three series transistors rather than directly through a single transistor.
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Figure 6.4: Layout of XOR gate
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Figure 6.5: Schematic of AND gate

The layout of the majority gate is shown in Figure 6.8, using the same highlighting scheme
as in the previous schematics. The six groups of three transistors are visible inside the black
box. The symmetry axis of the layout runs horizontally through the centre of the gate, with the
‘true’ side on top, and the ‘complement’ below.

6.2.3.4 Carry-save adder cell

The layout of the assembled carry-save adder cell is shown in Figure 6.9. The individual logic
gates are arranged in the following manner: the AND gate is placed above the side by side
arrangement of the majority (left) and the XOR gates (right). The x-input runs horizontally,
and the y-input vertically, corresponding to the top-level schematic of the array multiplier (Fig-
ure 6.1)[Weste and Harris, 2004]. The output of the majority gate represents the carry-out of the
cell, and is routed vertically down. The output of the XOR gate is placed in the bottom right
hand corner of the cell, so that it can be routed diagonally to the next cell.

6.2.4 Multiplier assembly and chip

The 8-bit multiplier design (layout shown in Figure 6.10) corresponds to the schematic in Fig-
ure 6.1. The tiled structure is visible, with an example carry-save adder cell framed with a black
square. Input and output shift registers are added around the periphery for serial data transfer
into and out of the multiplier. The carry-save adder cells of the first row and column (above and
to the left of the highlighted carry-save adder cell) are simplified to AND gates, as the sum and
carry inputs for the first row and column are always zero. Therefore the carry output is always
zero, and the sum output equals the result of the AND gate.

6.3 Simulation of logic cells

Simulations were carried out to analyse the currents in the carry-save adder cell and the full
array multiplier. The layout diagrams of the balanced dual-rail domino gates and circuits were
processed with Mentor Graphics’ Calibre parasitic extraction tool. Calibre generates a SPICE
netlist that includes all layout parasitic resistances and coupling capacitances, to represent the
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Figure 6.6: Layout of AND gate

circuit as it is laid out on the microchip. The transistor models for the fabrication run of the
multiplier chip were supplied by MOSIS.

Evaluation of the secure multiplier design is carried out hierarchically, as a circuit can only
be as secure as the components from which it is assembled. Simulation of smaller units also
allows sources of data-dependency to be identified more easily. The carry-save adder cell is
simulated and analysed in this section, before the full multiplier assembly is evaluated as part
of the comparison between simulation and measurement in the next section.

6.3.1 Carry-save adder cell

The smallest design unit of the multiplier is the carry-save adder cell. The carry-save adder cells
were laid out as a single, flat cell, in order to ensure routing requirements were satisfied for the
multiplier and the cell area was minimised. While the carry-save adder cell is not strictly the
lowest hierarchy level, the design is nevertheless simple enough to allow analysis of the entire
unit of three logic gates. Within the adder cell, the only interaction between the logic gates is
the output of the AND gate feeding into the majority and XOR gates.

6.3.1.1 Setup and procedure

As the carry-save adder cell has only four inputs, simulations were carried out for all input cases.
The resolution of the simulation was set to 1 ps. Two clock cycles were simulated to confirm
that the initial state of the circuit in the simulation run did not influence the results.

6.3.1.2 Results

The graph in Figure 6.11(a) shows the input currents to the multiplier assembly for all 16 differ-
ent input cases over one clock cycle. A close-up of the input current to the cell at the evaluation
clock edge is shown in Figure 6.11(b). The input data for each group of traces are labelled in the
close-up graph. The order of the four input bits from left to right is x, y, sin, and cin.

The largest data-dependent imbalance in the power consumption traces of the carry-save
adder is the timing variation of the negative current peak. If sin is equal to cin, then the current
peak occurs approximately 0.5 ns earlier than if sin and cin are not equal.
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The timing of the output from the three logic gates also varies with input data. The 50% to
50% delay between the clock edge and the output of the AND gate varies between 439 ps for a
‘0011’ input (bit order x, y, sin, cin), and 516 ps for a ‘0100’ input, a difference of 78 ps. The XOR
gate shows a similar range in values, with a minimum delay of 877 ps (‘0011’) and a maximum
delay of 962 ps (‘0100’). The delay of the majority gate varies between 374 ps (‘0000’) and 888 ps
(‘0101’). Despite the timing variation, the total charge and energy consumed in one clock cycle
vary only by 5% between minimum (49.88 fC) and maximum (52.31 fC).

6.3.1.3 Discussion

[Kulikowski et al., 2006b] identified the cause for the major timing imbalance as early propaga-
tion. If the inputs to a logic gate do not arrive simultaneously, the logic gate may set its output
before all inputs have arrived. In the simulation, all inputs (x, y, sin, cin) were set simultane-
ously, together with the clock. As all logic gates are connected to the same clock signal, the
output of the AND gate is delayed with respect to the inputs sin and cin. The standard ma-
jority gate evaluates as soon as sufficient information is present on the inputs to determine the
result. The majority gate will therefore switch if two of the three inputs are present and equal.
In the carry-save adder, the output of the AND gate is delayed compared to the other inputs.
Therefore, if sin equals cin, early propagation of the majority gate takes place.

The timing of the majority gate output is evidence of early propagation, as the shortest delay
time during early propagation is less than the delay time of the AND gate. Thus the majority
gate switches its output before the result of the AND gate is set. The maximum delay time is
roughly equal to the delay of the AND gate plus the early-propagation delay of the majority
gate, explaining the larger timing variation over the other two logic gates.

The AND gate may also show early propagation. If one of the inputs is zero, the gate evalu-
ates to zero. In this design, the AND gate is exclusively fed from the global x and y inputs, e.g.
from a shift register or a data bus. Without the shift registers, buffering may be used to synchro-
nise the inputs and prevent early propagation. The XOR gate is immune to early propagation,
as the output always depends on all inputs.

To examine the smaller timing variations remaining in the evaluation current, simulations
were carried out without the problem of early propagation.

6.3.2 Carry-save adder cell with dual clocks

To ensure the majority gate evaluates only after the AND gate output is set, the clock of the
majority and XOR gates was delayed by 1 ns. This time delay corresponds to the duration of the
current consumption of the AND gate, and the output of the AND gate reaching the full supply
voltage. However, on a fabricated microchip, simple time delay assumptions are not guaranteed
to be valid. Switching properties of logic gates vary with position on wafer, production run,
operating temperature, and supply voltage, which may make the delay assumptions invalid.
Inserting fixed time delays would also make the circuit more vulnerable to power supply glitch
attacks [Anderson and Kuhn, 1996], which is contrary to robust security design.

The simple delayed clock approach is sufficient to carry out simulations to investigate the
causes of the smaller data-dependent variation in the power supply current, despite it not being
a universal solution to the early propagation problem.

6.3.2.1 Results

Figure 6.12(a) shows the simulation result for the delayed-clock version of the carry-save adder
cell for all 16 possible input data. The evaluation clock edges are shown in blue (AND clock)
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and red (MAJ/XOR clock) colour. Figure 6.12(b) shows a close-up of the evaluation current of
the carry-save adder cell. To distinguish the different currents, the curves are labelled with the
input data.

The time difference between evaluation current peaks is reduced using two clock signals.
The maximum time delay in the current peak of the AND gate is 50 ps. For the other two gates
the maximum time shift in the current peaks for different input data are 130 ps.

The 50% to 50% delay time of the individual logic gates was found to have the following
range: For the AND gate, the minimum delay is 424 ps and the maximum delay 490 ps, for the
same input cases as previously used. The majority gate has a delay between 308 ps and 456 ps,
for inputs of ‘0000’ and ‘1110’ (bit order x, y, sin, cin). The delay of the XOR gate is between
445 ps (‘1100’) and 469 ps (‘1101’). The charge consumption variation is unchanged from single-
clock simulation, with a difference of 5% between minimum (47.12 fC) and maximum (49.13
fC).

6.3.2.2 Discussion

While the spread in evaluation time and position of the current peak of the majority gate is
significantly reduced by eliminating early propagation, some timing variation remains. To de-
termine its cause, the timings and input data were compared to the schematics of the individual
gates (Figures 6.3, 6.5, and 6.7).

The first current peak is the evaluation of the AND gate. For all cases, the discharge cur-
rents start together, but then diverge. The faster evaluation corresponds to inputs x and y being
equal, independent of the evaluation result (0 or 1). Comparing these inputs to the schematic
(Figure 6.5), it can be seen that for equal x and y there are always two transistor groups dis-
charging the dynamic logic gate. For non-equal x and y, only one transistor group discharges
the dynamic logic gate. The dynamic logic gate capacitance and the resistance to ground from
the transistors represents an RC discharge circuit with varying resistances. The variation in
switching time of the dynamic logic part of the gate also determines the time taken for the static
output inverter to switch. The slower the input to the inverter is switched, the longer the PMOS
and NMOS transistors are conducting at the same time and consuming power. The indepen-
dence of current consumption from output of the gate confirms the balance of the capacitances
of the layout.

The second discharge peak in Figure 6.12(b) represents the combined current of the XOR and
the majority gates. As the XOR gate is composed of essentially three multiplexors connected in
series (Figure 6.3), there are always the same number of transistors connecting the output of the
dynamic logic part of the gate to ground. This results in equal currents for all input cases. The
origin of the timing variations of the current peaks can be traced to the majority gate. Similar to
the AND gate, the majority gate has different numbers of transistors discharging the dynamic
logic gate. From the transistor schematic (Figure 6.7) three cases can be distinguished: if sin is
equal to cin and to the output of the AND gate, three transistor groups discharge the output of
the dynamic logic gate. If sin and cin are equal, but differ from the AND output, there are two
transistor groups conducting to ground, and if sin is not equal to cin, there is only one group
conducting. The timing of the current peaks corresponds to these three cases, explaining the
remaining time variation.

The problem of early evaluation can be mitigated by synchronisation of inputs, if all inputs
are present before the evaluation phase. This may be achieved using asynchronous circuit de-
sign techniques. Asynchronous circuits have previously been proposed as protection measures
for security devices, in the context of countermeasures against glitch attacks [Fournier et al.,
2003; Moore et al., 2002, October 2003], or to prevent synchronisation of power consumption
traces [Plana et al., 2003, 2002; Yu et al., 2003]. Adding synchronisation circuitry must not com-
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promise security by revealing timing, or by having early propagation in the handshaking circuit.
Alternatively, modifications to the gate design [Kulikowski et al., 2006b] may be suitable to some
gate designs to alleviate problems from early propagation.

The cause of the smaller timing variation is not easily removed, if a logic gate is also re-
quired to preserve capacitive balance. For example, balanced capacitances of the AND gate
were achieved by doubling the transistor groups on the ‘true’ side of the gate to match the two
parallel transistors of the ‘complement’ side. As there is only one input case where the output
of the AND gate is high, but three cases where the output is low (or the ‘complement’ is high),
there is an inherent imbalance. Balancing the discharge path resistance may result in imbal-
anced capacitances. For example, the single combination of inputs to yield a ‘1’ output calls for
a single group of two series transistors to discharge the output node. On the ‘complement’ side,
this requires three groups of two series transistors (xȳ, x̄y, x̄ȳ). However, in this case the par-
asitic capacitances are not matched anymore. The insertion of dummy transistors to equalise
capacitances and compensate for the imbalance may ensure balance in output node size. In
addition, the number of discharged centre nodes between the series transistors must also be
equalised, as well as effects from charging the gate capacitors of the transistors.

In the pre-charge phase, the static inverters are switched low, and all discharged capacitances
of a logic gate are (p)re-charged. Inspecting the power supply current at the falling edge of the
clock, it can be seen that the current for all input cases coincides. Therefore it can be concluded
that the relevant capacitances of the gates are well-balanced. In summary, the timing variation
in the evaluation phase dominates the overall data-dependency of the power consumption, and
therefore needs to be addressed first.

6.3.3 Conclusions

Two main sources of imbalance have been identified in the simulated carry-save adder cells.
The AND and the majority gates are vulnerable to early propagation, which is identified as the
largest source of data-dependent power consumption. If the inputs to the gates arrive at differ-
ent times, vulnerable logic gates set their outputs as soon as sufficient information is available to
determine the result. If one input of the AND gate is low, then the output immediately switches
to low. Similarly, in the majority gate early propagation takes place if the first two inputs are
equal. Early propagation is manifested in the current traces by a temporal shift of the current
peak with input data. To counter early propagation, all inputs must be set before the clock is
asserted. This may be achieved using asynchronous circuit design techniques. Alternatively,
modifications to the logic gates may be made to prevent early propagation, if it is possible with-
out breaking the balance of the gate.

The second source of imbalance is the number of transistors discharging the gate capaci-
tance. If the resistance of the discharge path varies, the RC time constant which determines the
evaluation time is also affected. This effect results in a data-dependent time shift of the current
peak, though the time shift is smaller than under early propagation.

As the total consumed charge is more or less constant for all input data, it can be concluded
that the capacitive imbalances play a negligible role in simulation compared to the other two
sources of imbalance.

6.4 Comparison of simulation and measurement

As the simulations showed that the overall charge consumed by a carry-save adder cell is in-
dependent of data, it is possible that the capacitances of the packaging and circuit board are
sufficient to smooth out the temporal shift in current peaks. In order to evaluate the filtering

138



effect and noise addition of the physical measurement setup, simulation results are compared
to power consumption measurements on the full chip.

The full array multiplier was chosen for this comparison, as its inputs and outputs are con-
nected via shift registers. The input- and output shift registers were originally added to the
multiplier to reduce the pin count required on the chip. Conveniently, they allow all data to be
pre-set, and only the multiplier clock to be asserted to trigger an evaluation. If the shift registers
on the output are not clocked, no output pad drivers are active, minimising any induced noise.

6.4.1 Corner cases

From the evaluation of the carry-save adder cell it is known that early propagation may occur
in the majority gate. In the multiplier, the timing relationship between the inputs to the adder
cells is different compared to the previous simulation, in which all inputs were asserted at the
same time. An approximate timing diagram of the array multiplier is shown in Figure 6.13. The
schematic is an 8-bit adaptation of Figure 6.1, except that the x and y inputs are not shown for
clarity. The logic gates are marked as ‘&’ for the internal AND gate, ‘M’ for the majority gate
(cout), and ‘X’ for the XOR gate (sout). The time delays, marked in red, are abstracted to units
of gate delay. This highlights the timing variation due to early propagation to be traced inde-
pendently of the physical implementation and its specific gate delays. Cells that have outputs
that may have early propagation are marked in blue.

The first row and column of the array multiplier consist only of AND gates. The majority
gates of the second row are therefore only connected to AND gates (first row, and the internal
AND gates of the cell), and a permanent ground connection. As the AND gates have the same
delay, the majority gates of the second row will all evaluate at the same time, without early
propagation. In the third row, the cell in the second column has two AND gate inputs, and the
third input (cin) coming from the majority gate output of the second row. Therefore, the last in-
put comes one gate delay after both AND gates have set their outputs, making the majority gate
susceptible to early propagation. Given that the evaluation time for both the majority and XOR
gates (without early propagation) was simulated to be of the order of 900 ps, it is assumed that
both logic gates evaluate simultaneously. As the remaining gates in the third row are supplied
by the majority and XOR outputs of the second row, they do not evaluate early.

In the second column of row four, the majority gate input from the previous row (cin) is the
latest arriving input to the cell, as before. As its timing may vary due to early propagation, the
XOR gate of this cell may now have data-dependent timing variation, passing on any early prop-
agation from the majority gate of the previous row. As before, the remaining carry-save adder
cells in the fourth row do not evaluate early if the two inputs sin and cin arrive simultaneously.

Timing variation of the XOR gate carries early propagation to the third column, as the sin
and cin inputs may no longer be synchronised, and the AND gate result is already present after
one gate delay. The majority gate in the third column of the fifth row may evaluate early, if the
timing of the sin input to the cell is early, and its state is equal to the result of the AND gate. The
timing of the sin input depends on the early evaluation status of the majority gate one column
to the left and two rows up, as its timing is passed on through the XOR gate supplying the sin
input.

The timing range of the remaining cells is computed analogously. The sum and carry bits
propagate through the array multiplier row by row from top to bottom. If the XOR and majority
gates have the same evaluation time, then the timing of the inputs to the cells in the next row
will be synchronous, and early propagation is not a problem. Early propagation, however, feeds
into the array multiplier from the first column, as it does not rely on data from the previous row
and all AND gates evaluate immediately.
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A pre-requisite for early propagation of the majority gate in columns after the second is
early propagation in the previous column. Therefore, cases exhibiting early propagation can be
identified. The x and y inputs feeding the AND gates in the first and second column are the
most significant bits of y, y7 and y6, as well as all bits of x (following the naming convention of
Figure 6.1). In order for a majority gate of a cell in the nth row and second column to have the
same inputs from both AND gates, (xn �y6) must be equal to (xn−1 �y7). This is the case if either
y7 = y6 = 0, or if x = 0. Alternatively, if the inputs are not zero, all bits of x should be equal to
one, and y7 = y6 = 1. Early propagation properties in the third column depend on the status
of early propagation of the previous column, as well as the appropriate sin and AND bits being
equal.

For early propagation to occur in the carry propagate adder (the last row of the multiplier),
both inputs from the previous row (sin and cin) must agree. The large number of 65536 possible
input data make it infeasible to simulate and measure all possible cases, therefore analysis is
limited to corner cases. Given that the largest sources of data dependent power consumption in
the carry-propagate adder cell is from early propagation, corner cases can be defined based on
the early propagation properties. A Matlab script was written to simulate the data flow through
the multiplier and identify the corner cases where early propagation occurs in the multiplier and
the carry-propagate adder.

The four evaluated cases are early propagation in the array and the carry-propagate adder,
no early propagation in either, and early propagation in one part, but not the other. The ‘fastest’
case is an input of 0 � 0, which has early propagation through both the array and the adder,
as well as the shortest evaluation time in the AND gates. A slightly slower case with early
propagation in the entire multiplier is 0 � 1111 1111 (or vice versa), where the AND gates take
slightly longer to evaluate. For early propagation to occur in the array, y7 must be equal to y6.
The input of 1111 1111�0111 1111 (in order of x �y) therefore does not have early propagation
in the array, however it does have early propagation through the entire carry-propagate adder.
Similarly, the case 1000 0000 � 1111 1111 has early propagation in all multiplier rows, as the
last AND gate of the first column feeds directly into the carry-propagate adder. However, there
is no early propagation in the carry-propagate adder. The commutation of the previous value,
1111 1111 �1000 0000, on the other hand does not have early propagation in the multiplier nor
in the carry-propagate adder.

6.4.2 Simulation setup

A similar SPICE simulation setup to the previous simulations was used. The transistor model
used in the simulation was the same MOSIS-supplied model as before. While extracted circuit
generated with the Calibre tool is very detailed, it comprised a large number of elements, re-
quiring a correspondingly long simulation time. In the simulation of the individual carry-save
adder cells this is tolerable, as the circuit itself is comparatively small. In the array multiplier
this caused a simulation time of a day per input datum. As it was established in the simulation
of the carry-save adder cells that the largest source of imbalance is early propagation rather than
the capacitances of the circuit, a less complex circuit model was used. A reduced circuit model
was generated with Electric, the very large scale integrated circuit (VLSI) design program that
was used to design the multiplier layout. This model comprises all wire resistances but only the
largest capacitances.

6.4.3 Simulation results of corner cases

The timings of the outputs of the array multiplier are shown in Figure 6.14. The curves are anno-
tated with the output number, following the same naming convention (Figure 6.1) as before. As
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the logic gates are dual-rail, one of the two rails is set high, depending on the evaluation result.
The plotted graphs in each of the figures are the appropriate output rails switching high.

In Figure 6.14(a), the outputs are shown for an all-zero input. As the outputs of all AND
gates are zero, all majority and XOR gates also evaluate to zero, causing early propagation in the
entire structure. Comparing the timing of the outputs to the related case of 1111 1111�0, shown
in Figure 6.14(b), small differences in output timing are visible. These can be seen by comparing
he crossings of the output traces with the dotted grid lines. Figure 6.14(c) shows the output tim-
ing for the inputs of 1111 1111 �0111 1111, in which the carry-propagate adder evaluates early,
while the multiplier array does not. The other cases shown are inputs of 1111 1111 �1000 0000
(Figure 6.14(d)), where there is no early propagation, and inputs of 1000 0000 �1111 1111 (Fig-
ure 6.14(e)), where only the array shows early propagation.

The simulated power supply current for all five evaluated cases of the multiplier is shown in
Figure 6.16 (moved to page 153 for comparison with the measured current curves). A full clock
cycle is shown in Figure 6.16(a), and a magnification of the current in the evaluation phase is
shown in Figure 6.16(b).

The total charge consumed during the evaluation phase lies in the range of 2.56 pC to 2.59
pC, a difference of 1% between maximum and minimum value. Integrating the current over a
full clock cycle, the charge consumed varies between 6.36 pC to 6.48 pC (2% between minimum
and maximum).

6.4.4 Measurement setup

The multiplier chip was fabricated using the AMIS C5 0.5 µm (5 V) CMOS technology with a
single poly-silicon layer and three metal layers. The chip was mounted in a standard taped-lid
dual in-line (DIL) package, which allowed photos of the die to be taken using a microscope
(Figure 6.15). The regular layout structure is clearly visible, though the tracks in the top metal
layer subjectively seem wider (smaller gaps) than in the layout design (Figure 6.10).

There are two of power supply pads on the chip, visible in the left column of contact pads
in Figure 6.15. The top two pads (Figure 6.15) supply the input and output pad drivers of the
chip, the shift registers, and other auxiliary circuits. The second supply is connected exclusively
to the multiplier, so that the supply current can be measured more easily (bottom two pads in
Figure 6.15). The ground connections are also separate, however there is some coupling between
the two through the substrate.

The driver and measurement circuit were assembled on a standard strip board. To measure
the current, 10 Ω surface mounted resistors were soldered in series with the power supply.
The current was measured using a low-capacitance (0.1 pF) differential probe connected to a
Tektronix TDS7254B oscilloscope. The resolution of the oscilloscope was set to the maximum
sampling rate of 10 GHz or 100 ps per data point. On the power supply side of the differential
probe, a 600 nF smoothing capacitor was added to assist in removing unwanted interference.
For each input case, 100 curves were averaged to remove random noise.

A field programmable gate array (FPGA) chip was used to generate the appropriate wave-
forms to drive the array multiplier. The 16 input bits were clocked into the shift register, before
the array multiplier clock was run for an appropriate number of repetitions. Finally, the result
was clocked out of the output shift register, to verify correctness. To allow the ringing to settle
between pre-charge and evaluation, a clock frequency of 4 MHz was chosen.

6.4.5 Measurement Results

The measured current through the power supply pins of the multiplier are shown in Figure 6.17.
As before, the supply current of an entire clock cycle is plotted in the top figure (Figure 6.17(a)),
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and a magnification of the evaluation phase below it (Figure 6.17(b)).
The charge consumed during the evaluate phase ranges from 35.1 pC to 36.5 pC (4% differ-

ence), while the charge consumed during a full clock cycle ranges from 94.1 pC to 99.5 pC (5%
difference). These figures were determined by integration of the instantaneous current, thus
are distorted by the ringing, noise, and cross-talk between the two power supply rails.

6.4.6 Discussion

The relative timings of the outputs largely follow theoretical prediction. In the cases with early
evaluation through the carry-propagate adder, the outputs p10 to p15 are set in opposite order.
For the two cases that do not have early propagation in the carry-save adder, the timing of the
outputs is constant. While these two cases cannot be distinguished by the timing of the outputs,
differences are visible in the power consumption traces (cyan and black curves in Figures 6.16
and 6.17).

A more detailed analysis of the output timing without early propagation in the array, but
with early propagation in the carry-propagate adder (1111 1111 � 0111 1111, Figure 6.14(c))
reveals a more subtle timing effect which may also be caused by early propagation. According
to the simple timing model presented in Figure 6.13, the outputs p10 to p15 should evaluate later
than shown in the timing simulation, at around the same time as p8. Only the first column of
AND gates in the multiplier evaluates to zero, all other AND gates evaluate to one. The majority
gates of the second column thus evaluate to zero, while the majority gates of the remaining six
columns all evaluate to one. Dropping assumption of equal evaluation times of the majority
and XOR gates, a slightly faster evaluation time of the majority gates (two transistors in series)
compared to the XOR gates (three transistors in series, of the same dimension as the transistors
in the majority gates) is assumed instead. The majority gates in the array may evaluate before
the cin input is present, which is termed secondary early propagation. After the majority gate of
one row has completed evaluation, two of the three inputs to the majority gates in the following
row are equal, triggering early propagation. In the second column there is a zero input from
the AND gates of the first column. In the remaining columns the internal AND gates evaluate
to one, permitting the one result from the majority gates to propagate through without waiting
for the sin input. The different order of output bits for the input 1111 1111�0111 1111 therefore
is the result of different numbers of XOR gate evaluations required to compute output bits.
A case with early propagation in the carry-propagate adder, but without this secondary early
evaluation in the multiplier array was confirmed not to exist using the Matlab simulation script.

The simulated supply current of the array multiplier (Figure 6.16) correlates well with the
timing of the outputs and the early evaluation status of the two parts. The large initial negative
peak corresponds to the simultaneous evaluation of the AND gates. The slope after the first
peak corresponds to the evaluation in the array. In the cases without early evaluation in the array
(red and cyan), the current curve is more spread out compared to the cases with early evaluation.
The two cases 0 � 0 and 1111 1111 � 0 with the slight timing difference in the AND gates also
show a small time shift in the evaluation current. The evaluation of the carry-propagate adder
starts around 8 ns for the cases without early propagation in the carry-propagate adder and
takes around 4 ns.

While the measured current curve has significant oscillation (ringing) and noise, data-dependent
differences are easily distinguishable above the noise, despite the crude DIL packaging and strip
board measurement setup. Comparison of the data-dependent features in the simulated (Fig-
ure 6.16) and measured (Figure 6.17) supply current curves reveal common features, despite the
filtering effect and noise of the measurement setup. Ringing oscillations are prominent in the
measured curve. After the large negative current spike from the AND gate evaluation, the two
cases without early propagation (red and cyan) draw less current than the other inputs. This
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difference in currents between cases with and without early propagation also lasts around 7 ns
in the measurement. Afterwards, starting at around 30 ns in the measurement curve, the two
cases without early propagation in the carry-propagate adder draw more current compared to
the cases with early propagation, and do this for approximately 4 ns, as in the simulation. The
small time difference between the two cases with a zero output are not distinguishable in the
measurement.

Comparing the charge consumption of the simulation and measurement of the array mul-
tiplier, significant differences between simulation and measurement are visible. The measured
charge consumption is 15 times more than the simulated value, which may be due to the signif-
icant ringing in the measurement and the cross-talk between supply rails. In a separate exper-
iment it was found that gate switching activity resulted in measurable oscillations on supply
rails that were not feeding those logic gates. This cross-talk contributes to the measured power
consumption, but is not present in the simulation. Despite the simulated difference in overall
charge consumption of 2 % and a measured mismatch of 5 %, different inputs can clearly be
distinguished.

6.4.7 Summary

Comparing simulation and measurement has shown that despite the crude packaging and mea-
surement setup, the added capacitances on the power supply rails are not sufficient to conceal
the data-dependent time shift in the power consumption traces from early propagation. The
shorter time shift due to the mismatch in discharge resistance of the AND gate was not distin-
guishable in the power consumption traces.

6.5 Conclusions

Examination of balanced dual-rail domino logic circuits has shown that nominally balanced
logic designs may still be vulnerable to power analysis attacks. It is not sufficient to ensure
constant charge consumption per clock cycle. Early propagation may lead to timing differences,
and thus create imbalance. To counter early propagation, modifications may be made to logic
gates [Kulikowski et al., 2006b]. Alternatively, it must be ensured that all inputs are present
before triggering the evaluation phase of the logic gate. The second source of data-dependent
temporal shift in the instantaneous supply current is the resistance to ground discharging the
dynamic logic gate.

A comparison of simulation and measured power consumption of the secure multiplier de-
sign revealed that the simulated mismatch is also present in the measurement. The cases could
be distinguished despite nominally balanced charge consumption, smoothing effects of added
capacitances in the packaging and measurement setup, and the addition of noise in the mea-
sured traces.
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Figure 6.7: Schematic of majority gate

input (ABC) node 1 node 2 node 3 node 4 node 5 node 6

000 X X – X X X

001 X X – X X X

010 X – X y X X

011 X y X – X X

100 – X X X y X

101 y X X X – X

110 X X X X X –
111 X X X X X –

Table 6.1: Discharged nodes for majority gate: direct (X), no (–), indirect (y) discharge
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Figure 6.8: Layout of majority gate
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Figure 6.9: Layout of carry-save adder cell
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Figure 6.10: Layout of 8-bit multiplier
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(a) Full cycle

(b) Detail of evaluation clock edge

Figure 6.11: Input current to carry-save adder cell for all input cases
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(a) Full cycle

(b) Detail of evaluation clock edge

Figure 6.12: Input current to carry-save adder cell with delayed clock for all input cases
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Figure 6.13: Timing diagram for 8-bit array multiplier
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(d) 1111 1111× 1000 0000 – no early propagation
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Figure 6.14: Timing of output data
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Figure 6.15: Microscope image of secure array multiplier
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Figure 6.16: Simulated input current to full array multiplier
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Figure 6.17: Measured input current to full array multiplier
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7
Chapter Seven

CONCLUSIONS

Contributions were made to the protection of microelectronic security devices against the unau-
thorised extraction of secret information. Two patent applications were filed to cover the work
on organic tamper protection grids. The expansion of the patent application from the UK to
the US is evidence of Epson’s commercial interest in this work. With more development effort
to refine this proof of concept into a full protection system, organic protection grids will be a
competitive application to Epson’s inkjet-printed organic electronics technology. In contrast to
metal protection grids, organic electronics allow the detection of depackaging by the security
device and thus for it to take active countermeasures.

Organic electronics were proposed to be used in tamper protection grids of security devices.
Practical issues were resolved with respect to fabrication, and the sensitivity of the system to
depackaging was verified. To show directions for future work, practical implementation aspects
were evaluted. To guard against non-invasive attacks, balanced logic gates were developed. An
array multiplier was laid out and fabricated as a test structure for these secure logic gates. The
design was simulated and measurements of the fabricated device were carried out to analyse
power consumption balance and the origin of the data-dependency of the power consumption.

The balanced dual-rail domino logic gates were found to have measurable data-dependent
power consumption. Simulations revealed that the origin of the data-dependency was not an
imbalance in discharged capacitances, but were due to timing variations in the evaluation of the
gates. Removing these sources of imbalance are likely to conflict with a balanced capacitance
layout, or add significant size overhead.

7.1 Technical summary and future work

It was shown that simple organic protection grids can be fabricated using PEDOT:PSS as a con-
ductive material, and that they are sensitive to standard depackaging methods. PEDOT is suit-
able for inkjet fabrication, which allows the grid pattern to be varied dynamically. This allows
the grid properties to be made unique for each security device. Printing on standard microchips
is possible despite the surface of microchips being hydrophobic, if a buffer layer is inserted, or
if the surface is treated with surfactant. The unstable contacts between PEDOT and aluminium
can be stabilised with silver paint. While the PEDOT is reported as the most stable organic
conductor, ageing was still observed. Encapsulation of PEDOT reduces ageing significantly,
however in the setup used, ageing was not completely eliminated. Further investigation of en-
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capsulation materials must be carried out to ensure sufficient lifetime of the grid. The change
of PEDOT resistance with temperature is sensitive to the humidity contents, thus varying with
the weather. Encapsulation reduces the variability, however, after more than a day, the Araldite
epoxy used for the tests degrades at temperatures below 100 ◦C, damaging the PEDOT grid.

Sensitivity to depackaging can be achieved by appropriate choice of packaging layers. PE-
DOT is sensitive to nitric acid, which is the most commonly used chemical to remove packaging
material. If the protection grid is not sensitive to a particular depackaging solvent, sensitisation
can be achieved by printing the protection grid on a base layer made from the same material
as the remainder of the packaging. That way, the lines will be deformed and broken physically
upon contact with the solvent. Mechanical depackaging was shown to be most effectively pre-
vented by inserting a thin brittle layer between ductile base and cover layers. This sandwich
packaging also prevents probing of the lines, as any physical force on the lines results in cracks
forming in the substrate that break the lines. Laser depackaging may be hampered using a
transparent encapsulation. The dark colour of the PEDOT absorbs more laser energy than the
transparent packaging, thus the lines are destroyed before the packaging is removed.

While the focus of the security evaluation was to achieve maximum damage to the protection
grids, the prototype evaluation focused on measuring the resistance and detecting changes. The
evaluation of the prototype protection grid showed that there is a certain spread in measured
delay times, therefore stochastic methods may be used to enhance the resolution of detectable
resistance change of the lines. Organic transistors are not stable enough for repeatable measure-
ments of properties. The voltages required for sufficient conduction of the transistors was also
found to be too high for operation with a standard microcontroller. Until transistors with better
properties become available, active protection grids are not feasible.

With the exception of the poor ageing of PEDOT, the evaluation indicates the feasibility of
a passive protection grid scheme. However, the experiments were carried out on separate test
structures printed on glass or polymer substrates. Future work to complete the development of
passive organic protection grids must be concerned with fabrication of a full prototype. Pack-
aging materials need to be evaluated to provide better encapsulation to minimise ageing, and
mechanical robustness in everyday handling, while preserving sensitivity to depackaging. Fur-
thermore, the vulnerability of the protection schemes against non-invasive methods has not
been tested. Circuits which can reliably measure the properties of the protection grids without
making the device vulnerable to power analysis of the protection grid circuitry need to be de-
signed and tested. The evaluation of sensitivity to depackaging methods indicates that damage
to the grid is likely if the removal of the package is attempted. However, a more robust security
test would be to have an independent attack trial carried out on a full prototype.

The evaluation of the secure dual-rail domino logic has shown that it is not sufficient to sim-
ply balance the amount of charge consumed in a clock cycle. The timing of the evaluation or
switching of a logic cell may vary due to the early propagation. This results in a time shift of
the evaluation current peak, which was shown to be present in the measured power consump-
tion traces. A secondary timing imbalance occurs if different numbers of transistors discharge
the dynamic logic gate, for different input data. While a timing difference could not be dis-
tinguished in the measured multiplier circuit, this is not proof that these differences can be ne-
glected. As the data-dependent evaluation time is the main source of imbalance, future research
will need to focus on eliminating these differences, in order to achieve true data-independent
power consumption and thus resistance against power analysis.

A
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A
Appendix One

DETAILS OF PRINTING

SETUP

A.1 Introduction

The printer used to fabricate the PEDOT lines is custom-built design based on an Epson piezo-
electic print head. Piezo-electric print heads are particularly suitable for patterning organic
electronics, as the drop ejection mechanism is purely mechanical. In contrast, HP/Canon inkjet
printers use bubble-jet technology, which is based on boiling the ink to expunge the drops. This
thermal cycling may have detrimental effects on the electronic material, as well as being prob-
lematic when if the boiling point of the solvent of the ink is different from the design value (e.g.
when printing organic solvent-based ink, or DMSO/water mixtures).

When moving laboratories (due to the closure of the laboratory I was originally working in),
I took over a disused printer that was partially disassembled and whose driver software was
unfit for my purposes. Therefore I re-built the printer, making minor alterations to the setup,
and re-wrote most of the software.

Depending how careful a print head is treated, it will last between a week of daily use to
several months of use. The standard mode of failure is blocking of nozzles. Therefore the ink
should be filtered before use to remove aggregated (PEDOT–) particles and dust. Most of the
time, only a single nozzle is used during a print run, therefore the remaining nozzles dry out
starting from the surface/nozzle plate. Wiping the nozzle plate and rinsing usually clears the
nozzles again, but with time more and more nozzles will cease to function.

A.2 Top-level design

The top-level design of the printer was apparent from the state it was found in and not altered
significantly apart from the addition of the nitrogen waft. A photo of the re-assembled printer
is shown in Figure A.1. The print head is held fixed while the sample is moved below it using
the x/y motion stages. The print head may be moved along the horizontal print head mounting
beam in order to facilitate loading a sample or for servicing the head without interfering with a
loaded sample, i.e. eject ink drops to prevent nozzle clogging when idle (termed idling), fill ink,
or rinse the head using the nozzle cleaning suction cup syringe. The camera objective is placed
below the printer to monitor the sample in real time (on the top PC monitor). The printer is
mounted on an optical table to reduce vibrations and thus increase print quality. Similarly,
the nitrogen waft aids drying of the ink to improve print quality. The fume hood is set to a
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Figure A.1: Printer setup

moderate flow rate to extract fumes and stray droplets (during idling), but not to disturb the
printing process. The printer setup is controlled from the control PC which also controls the
National Instruments I/O card.

The schematic of the printer is shown in Figure A.2. The print setup comprises eight different
modules. The control PC (running LabView) forms the core of the printer, controlling the other
components. In order to control the other devices, it has dedicated I/O hardware for the PI
motion stages, a GPIB card to control the data generator, and a National Instruments (NI) I/O
card with breakout box.

To ensure accurate timing and position of the droplets, the PC controls a Sony/Tektronix
DG2030 data generator via GPIB. The data generator is a device that plays back pre-programmed
digital waveforms with accurate timing. If the velocity of the motion stage is uniform, the ac-
curate data timing allows regular spacing of the ink drops. The time resolution of the data
generator was set to 1 µs.

Similar functionality may also be achieved using FPGA or microcontroller circuits, so long
as the output is clock-cycle accurate and the oscillator is sufficiently stable. The data generator
output controls the trigger input of the arbitrary waveform generator, such that each square
pulse is essentially converted into the piezo drive waveform. The drive pulse is then amplified
using a separate piezo drive amplifier, as the print head does not have its own piezo driver. The
NI I/O box controls the data communication with the print head, i.e. to set which nozzle to
print from. The motion stages are standard devices that are delivered with LabView drivers.
The only modification made to the motion stages is that the trigger line of the motion stage was
also connected to the AND gate. The second input to the AND gate is an enable/disable line
from the NI I/O box. The output of the AND gate may then be used to trigger and synchronise
the data generator/print head and the motion stage.
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Figure A.2: Top-level schematic of the printer

A.3 Detailed design

A.3.1 Motion stages

The computer-controlled motion stages used were made by Physik Instrumente (PI). The stages
may be programmed with the total travel distance and velocity. This allows the spacing of
the drops to be calculated from the drop ejection frequency. As the motion stages need some
distance to accelerate, the first pattern printed is printed incorrectly. Therefore, any pattern
should be repeated, so that the first one can be discarded.

Only the X and Y motion stages were controlled with the PC. The Z-stage controlling the
height of the head above the sample is operated manually, as it only needs adjustment when a
new head is mounted, or a sample of different thickness.

A.3.2 Print head mounting

A detailed image of the print head mounting is shown in Figure A.3 The head assembly is held in
place with a mounting bracket and two screws (black hexagonal). As the contacts to the circuit
board of the print head is made via pads, spring-loadeded pins are used to make the electrical
connection (transparent plate in centre). The screw holes of the mounting bracket (not shown)
are actually u-shaped, to allow the position of the print head to be adjusted and align the pins
with the contact pads.

Depending on the viscosity and surface tension of the ink, the liquid pressure may need to
be adjusted to either enable reliable drop ejection, or prevent seeping. For this purpose, the
ink bottle may be raised or lowered to achieve higher or lower pressure (one can unscrew the
holder). Alternatively, the ink may be loaded into a syringe connected to the same type plastic
tube to control the pressure manually. However, these methods are rather crude. Other printers,
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Figure A.3: Detail of the print head mounting plate, contacts, and ink vial holder

e.g. by ‘Microdrop’ have in-built ink pressure control facilities, which allow better pressure
control.

A.3.3 Drop ejection

Drop ejection happens by a change of shape of the piezo crystal, depending on print head design
either by a forward ’push’ motion, or by bending/flexing of a beam [Le, 1998]. The waveform
for drop ejection in general is a trapeze shape, but the details may vary. The waveform used for
this print head is shown in Figure A.4. This waveform was pre-programmed into the function
generator. The slopes of the trapeze shape, and the voltage levels are the two main parameters
to control drop ejection. The waveform may be adjusted to work with ink of different viscosity
and surface tension, which will require different levels of drive force.

The waveform shown in Figure A.4 to drive the piezo print head had been pre-programmed
into the function generator, and served well for printing the PEDOT. Therefore there was no
need to make changes to the waveform. If a drive waveform needs to be designed for a custom-
built printer, the following articles may be of use: [Dong et al., 2006; Gan et al., 2009; Kim et al.,
2006; Kwon and Kim, 2007]

The maximum frequency of drop ejection for inkjet print heads is specified in the printer’s
service manual (which may be found on the internet from third-party sites). For this printer,
the repetition frequency was set to a maximum of 10kHz, but other printers allow higher fre-
quencies (e.g. 14.4 kHz for the Epson Stylus Color 400). The relevant service manual also shows
the connection diagram of the print head and the required supply voltages (5 V or 5 V/ 42 V).

As the output voltage of the function generator is low, a Trek 603 piezo amplifier is used
to reach the appropriate voltage levels. The Trek 603 amplifier was used with a gain of 50, at
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Figure A.4: Drop ejection waveform

an output range of �125 V and a “hi” load range. Some newer print heads have an in-built
piezo drive amplifier, making the design of a custom-built printer easier. The required voltages
thus depend very much on the print head design. Alternatively, if the cost of a dedicated piezo
amplifier is too high for a custom built printer, Cirrus Logic/Apex offer integrated circuits to
drive piezo actuators and print heads. There are white papers and application notes that can
be downloaded from their web site1.

Nozzles are selected by sending an n-bit data word to the nozzle control pin of the print head,
where n is the number of nozzles on the print head. The print head control circuit essentially
acts as a multiplexer to distribute the drive pulse to the individual piezo crystals. For some
print heads, the nozzle selection is split by colour, with one line dedicated to each colour, or one
line for black and a second for all colours. The details are also described in the relevant service
manuals.

A.3.4 Software

The printer is controlled from a PC running a LabView program. First, the nozzle(s) for printing
are selected. This may be done either by ejecting ink onto a blank slide and checking correct
drop ejection using the live camera. Alternatively, a torch may be used to shine light onto the
nozzles from behind, which makes the ejected ink droplets visible (especially against a dark
background). Then, the pattern is chosen as an array of drops, with a defined drop spacing in

1http://www.cirrus.com/en/products/apex/documents.html
http://www.cirrus.com/en/support/design/whitepapers.html
http://www.cirrus.com/en/pubs/appNote/Apex AN44U 1.pdf
http://www.cirrus.com/en/pubs/whitePaper/1105 Drive PE Actuators with Op Amps.pdf
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X and Y. The number and spacing of repetitions of the pattern in X and Y is also set, as well
as the number of layers printed on top of each other. Further settings that have proven useful
is printing a pattern in several runs (as described in the main dissertation), and selecting extra
time for a print pattern to dry before printing the next set of drops).

Further control functions of the software is to set all nozzles to idle mode (eject ink when
not in use), move the stage without printing, and translate selected lengths of simple lines to
the appropriate drop pattern.
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