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Abstract—Understanding server energy consumption is fast with support functions reach physical limits, it is likelgat,

becoming an area of interest given the increase in the per-machine jn the future, better power usage efficiency will depend on
energy footprint of modern servers and the increasing number of reducing the power consumption of servers
servers required to satisfy demand. In this paper weij quantify '

the energy overhead of the network subsystem in modern server ~ An important first step in optimizing energy consumption
by measuring, reporting and analyzing power consumption in six s quantifying its use. In this work, we set out to examine
10 Gbps and four 1 Gbps interconnects at a fine-grained level; yhq anergy efficiency of 10 Gbps (10G) server interconnects.
(i) introduce two metrics for calculating the energy efficiency of In particular, we make the following contributionsi) (e
a network interface from the perspective of network throughput p ! . X g . :
and host CPU usage; ifi) compare the efficiency of multiport 1 Measure and characterize the idle and active power consump-
Gbps interconnects as an alternative to 10 Gbps interconnects; tion for a number of production 10 Gbps Network Interface
and (iv) conclude by offering recommendations for improving Cards (NICs) of varying makes, models, architectures and
_netvvfork edner_gy efficiency for system deployment and network iijizing different physical media;ii) we compare their en-
Interface designers. ergy efficiency from a throughput and host CPU utilisation
1. Introduction perspective;ifi) we outlinc_a the absolute energy efficiency of

. . . _ all'the measured NICs ani/Y we compare the cost and power
Our dependency on information technology in our daily livegtficiency of 10G NICs to single, dual and quad port 1 Gbps
has led to computing infrastructure becoming a significant ¢ (1G) configurations.
sumer of energy. A study commissioned in Japan in 2006, for_l_h ind f thi is structured foll g
example, showed that communications and computing infras- € remainder of this paper IS structured as Tollows. Sec-

tructure accounted for 4% of all total electricity prodoet{1], tion 2 outlines our measureme_nt hardwa_re, software, infras
while in the USA and UK it has been shown that commJ-rUCture and methodology. Section 3 details our measuremen

nications and computing infrastructure account for 3% [%Esults and analysis in the areas of idle (Section 3.1) atiekac
t

and 10% 131 of countrvwide electrical enerav consumotio ection 3.2) energy efficiency while Section 3.3 compares
respectivoel[y] yw 9y P e energy efficiency of 1G and 10G configurations. Section 4

Of the energy consumed by computing infrastructure, a si resents an analysis_of the absolute energy efficiency o_f the
nificant amount is consumed within servers; recent studi asured NICs. Section 5 speculates on how system designers

have estimated this figure as approximately 1.5% of all pow@Pd NIC designers may be able to improve energy efficiency.

consumption in the USA [4]. With the continual growth inSecnon 6 discusses related work and Section 7 concludes.

both the size and number of servers required to service ever-
increasing demand, it is important to optimize and minimize
server energy usage. 2. Measurement Platform
Communication is a fundamental function of the modern
server; the energy efficiency of any server is intrinsichifiiged The results in this paper are derived from independent mea-
to how quickly and efficientlydata can be moved between itsurements conducted by the authors. There are three reasons
and other devices. Considering that the amount of data being chose to conduct independent measuremeijteuf mea-
transmitted is continually increasing both over the Iné¢rand surements serve to validate those of the manufactuiece(-
private networks [5] it follows that a power efficient netkor rying out our own measurements enables us to instrument
subsystem can result in significant runtime energy cost sat-a finer level and according to our specific requirements
ings [6]. and, most importantly,ii{) using standardized measurement
There is also great emphasis on increasing the power usageastructure and methodology enables us to compare our
effectiveness of large scale datacenters by reducing twemporesults across different NICs. The remainder of this sactio
consumed providing support functions such as power distribdescribes our NIC test set, testbed, measurement platfodm a
tion and cooling [7]. As the energy optimisations associatenethodology in detail.
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Link Rate | Physical
NIC (Gbps) Medium Part Number 5 E g E
Solarflare(Fibre) 10 Fibre SFE4002 & <P9Ha
Solarflare(Base-T) 10 Base-T | SFE4001 2 3P £H 8
Solarflare(CX4) 10 CX4 SFE4003 s oH xg o
Broadcom(Fibre) 10 Fibre PE10G2T-SR oy S
InteI(CX4) 10 CX4 PE10G2I-CX4 8 R (0.01Q) e
Intel(Base-T) 10 Base-T | PE10G1-T
Intel 1G 1 Base-T | EXPI9400PT 0
Broadcom Multiport(2x1G) 1 Base-T | NC380T
Intel Multiport(2x1G) 1 Base-T | EXPI9402PT @
Intel Multiport(4x1G) 1 Base-T | PEG4I-RoHS

Table 1. NIC Test Set Figure 1: 12v Power Measurement Apparatus

2.1. NICs with 4GB of RAM on a quad-pumped 1600 MHz memory bus.

Table 1 lists all the NICs measured in this work. We measur%%zs'n;ﬁgziz g&t:n;hc?ego;;tggogﬁzni Eg;;}iﬁg?fﬁe&\;eﬁé‘;ﬂ
six production 10G NICs from four manufacturers and a ¥

additional four 1G NICs for the 1G-10G comparison discussetz:(’ﬁllgabltf1 ofdsus;[_alnln?ti BGBI/s transfert ritﬁ' i .
in Section 3.3. For verification purposes, we provide the par or the duration of the measurements the operating system

numbers of all measured NICs. All the Solarflare NICs are se%gtEd was Windows Server 2008/Enterprise running in 32bit

ond generation devices based on an identical referencgrdeépbc:de' Every !:ljl(;wasﬂ:neasudredtusmg tr;e Ia:)es_tt drlvtetrs a;(all—
with differences due only to adapting the NIC for differenf> © (as provided on the produc Support Webst €) at the time
physical media. of measurement. Ethernet frame size was 1500 bytes. We used

The Broadcom(Fibre) NIC (version 1.5) is manufacturegi]e IXIA Chariot [8] tool to generate realistic traffic straa

by Silicom. The Intel(CX4) and Intel(Base-T) NICS are botl?;hen taking _measurements that required the NIC to be active
based on the Intel 82598EB and are manufactured by Silico e transferring data).

However, the Intel(Base-T) NIC_: (version 1.4) has a physical3 Measurement Apparatus & Methodology

layer manufactured by Teranetics.

For the 1G NIC set, the Intel 1G is based on the IntdVe measure energy consumption by measuring the power used
82572GI Gigabit Controller. The Broadcom Multiport(2x1GpY the NIC. PCI-Express connectors provide voltage at two
NIC is manufactured by HP and based on a pair of BCM57d@vels, 3.3v and 12v. By intercepting both voltage supptgdi
CKFBG controllers. The Intel Multiport(2x1G) is based orve are able to determine the current (and, by extension, powe
the Intel 82571GB chipset while the Intel Multiport(4x1G) i used by the device.
based on the Intel 82571EB chipset but is manufactured byFigure 1 illustrates one half of the measurement apparatus
Silicom. in detail. PCI-Express connectors supply a (single soQrced

The 10G measurements span the most common physiédV voltage on pins 2,3 of the Side A rail and 1,2 on the Side
media types: CX4 (IEEE standard 802.3ak), short range fitBerail of the connector. We intercept these pins and common
(IEEE standard 802.3ae) and Base-T (IEEE standard 802.34h¢m, feeding the resulting line through a @0deries resistor,
This is of interest because there is a clear tradeoff betwreen R, before re-splitting the line to feed identical pins on aris
cost of the NIC and the physical media: CX4 is a simple, logard into which the NIC is fitted.
power copper wire standard designed to connect over shortVe use this apparatus to calculate the power consumed in
distances of up to 15 meters. The simplicity of the standaii@e 12v circuit as follows: Using Ohm’s law we are able to de-
means the physical layer of the NIC is cheap to implemerigrmine the current in the circuif, by measuring the potential
however, the interconnect cables are complex and expetusivélifference acrosge using voltmeterl;. As the current in the
manufacture. Base-T is able to utilize existing cheap &ust Circuit is constant, it follows that the power being consdme
pair cabling, however the signal processing overheads @t 1m0 the circuit may be calculated as the product/ofnd the
result in complicated NIC physical layer designs. Findilye potential difference across the entire ciréuis measured by
is a relatively cheap interconnect but mandates the use veltmeterVs. 2
expensive transceivers for data transmission. A similar setup forms the other half of the measurement
apparatus by binding pins 9,10 of the Side A rail and 8,10 of
the Side B rail thereby enabling the calculation of powenadra
All measurements were taken on a pair of SuperMicro man the 3.3v circuit. Some of our analysis required measunéme
chines consisting of an 6025W-NTR+B server board based ohwhole server power consumption. For this measurement we
the Intel 5400 chipset, equipped with two Xeon 5482 dual diesed two standard off-the-shelf digital power meters with a
3.20 GHz quad core CPUs for a total of 8 logical processorgsolution of 0.1W.

Every core has 32KB of level one data cache and every dieThe results reported in this paper are the average of at least
has 6MB of shared level two cache. The system was equippbdee independent measurements. All related measurearents

2.2. Hardware and Software
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Link Number Of | Idle (W)

NIC Offload | Media Idle Power (W) NIC Speed Media Active Links | Power
3.3v_ 12v | Total 0 111
Intel(Base-T) No Base-T| 6.0 15.2| 21.2 Broadcom(Fibre) 10 Gbps | Fibre 1 12.1
Solarflare(Base-T)| No Base-T| 1.0 17.0| 18.0 2 13.1
Broadcom(Fibre) | Yes Fibre 5.9 72| 13.1 0 7.9
Solarflare(Fibre) | No Fibre 2.6 3.1 5.7 1 9.0
Intel(CX4) No CX4 5.6 0.0 5.6 Intel Multiport(4x1G) | 1 Gbps | Base-T 2 10.1
Solarflare(CX4) No CX4 1.6 3.0 4.6 3 111
4 12.3

Table 2: 10 Gbps NICs - Idle Power Consumption
Table 3: Multiport NICs - Idle Power Consumption

verified to be within 3% of one other. All results are roundethe internal design of the NIC and the CMOS processing

up to one decimal place. technology may significantly influence power draw.
To determine the power consumption attributable to adapta-
3. Characterizing Energy Consumption tion for the physical layer we focus on the Solarflare serfes o

. _ NICs. As explained in Section 2.1 all the Solarflare NICs mea-
In characterizing the energy consumption of the NICs wes$oCY, ;e in this paper are based on an identical internal design
on thrfae areas: we begin k?y analyzing the idle energy “Qanufactured using the same CMOS processing technology.
sumption of the NICs (Section 3.1), followed by an analysi§jsqssion with the manufacturer revealed that while theee
of active or in-use energy efﬁuency (Section 3.2). Finally differences in the circuitry and internal firmware in theethr
conclude by comparing the runtime energy costs and POWgfiations measured, the changes are mostly minor bug fixes
efficiency of 1G and 10G NIC deployments (Section 3.3) iphich have no impact on power consumption. The only major

SEIVers. differences in the design of the measured NICs are due to
adaptation for the physical layer.

The results highlight that the CX4 variation has the low-
Idle energy is defined as the energy consumed by the cast power consumption due to the simple and straightforward
when powered, with all links connected (and operating systewire-like design of the CX4 physical protocol. This is folled
driver loaded) but not transferring any data. In practids the closely by the Fibre variation which consumes an additional
least amount of energy required to keep the card functionalatt due to the transceiver (as explained in Section 3.1.4).
Table 2 lists the idle power profiles of the 10G NICs in ouFinally, the Base-T variation consumes the most energy aue t
test set. Our measurements lead us to make the followitige power consumed in the signal processing component of the
observations: card which is responsible for generating the pulse-angsitu

3.1.1. NICs may contribute significantly to server energy Modulated waveform in the physical media.

consumption: Typical modern servers have a baseline power While our physical media analysis are based on the So-
draw of between 150-250W depending on hardware Confida[ﬂare NICs, results in Table 2 Verify our claims. In geﬂl,era
ration. The measured NICs, on the other hand, show a povf/@rr all measured cards CX4 devices consume the least energy
consumption of between 5-20W. Thus, the addition of a 10@llowed by fibre and Base-T variations respectively.

NIC adds between 2.0-13.3% on baseline power consumpti8ril.3. Offload is more power expensiveA common design
While NIC power consumption may seem insignificant onptimization involves offloading network processing ortte t
first glance, it is high enough that we consider it worth fadNIC for the purposes of increased performance or reduced
toring in when designing large server farms. For examplbpst CPU usage. It is commonly expected that the increased

the difference in idle power consumption between the madstnctionality and complexity of offload NICs will result in
(Intel(Base-T)) and least (Solarflare(CX4)) expensive NIGs devices that have a significantly larger power footprinintha
listed in Table 2 is 16.6W. This equates to an increased ngnnimore conventional designs.

cost of $14 per-annutrfor the Intel(Base-T) device compared While our NIC test set only includes a single offload device
to the Solarflare(CX4). For a datacenter of 1000 machinés, tiBroadcom(Fibre)), our measurements confirm expectations
results in an additional cost of $14,000 per year — a figufiéhis device has an order of magnitude larger power draw than
large enough to warrant careful consideration of which 10&y other NIC adapted for CX4 or Fibre. The increased power
interconnect should be used in the servers. This issue maycdoeasumption is due primarily to relatively high power usage
compounded even further by high throughput applicatiorgs (ein the 12v circuit. This is attributable to the CPU and RAM
video processing) which require multiple 10G interconsect on the NIC which continue to draw power even when the NIC

3.1.2. Physical media influences power consumptionAs IS idle.

Table 2 shows, there is an order of magnitude differencedn tB.1.4. Link connection status has little effect on power
idle power consumed by all the NICs in the test set. Variow®nsumption: Multiport NICs composed of multiple physical
reasons may account for this difference, most significantiyks on the same device are becoming increasingly popular

3.1. Idle Energy Consumption
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due to the need for increased server network capacity. M@l2.2. NIC Performance Per Watt: For any set of NICs able

tiport NICs are preferred over single-port NICs due to th® sustain a required level of performance, the most power
economic (they are cheaper per-port), space (they onlyireequefficient can be defined as the one that is able to provide the
a single PCI-Express slot) and management (they only requinost performance for the least amount of energy consumed.
a single driver) savings they offer. Using this requirement, we define the performance per watt of

We set out to measure the power consumption of muléNIC as the throughput in Gbps per watt of energy consumed.
port NICs with respect to link connection status. Specifjgal We analyzed all the 10G NICs in our test for the purposes
we quantified device power consumption in relation to thef determining NIC performance per watt. Figure 2 provides
number of active links. We tested by physically removing thidae results. As the figure indicates, the best performance is
transceiver in the case of Fibre and disconnecting the lipkovided by the Solarflare(CX4) due to its high throughput an
in the case of Base-T. We measured the power consumptlow power footprint. This is followed by the Solarflare(Fedr
for all (1G and 10G) NICs in our test set and observed thatich has near identical performance to the CX4 variation of
connection state has very little impact on the overall idiergr  the NIC but consumes 1W more of power in the physical layer
consumption of the device. due to the fibre transceiver (Section 3.1.4).

Table 3 illustrates the results for the Broadcom(Fibre) and While the Broadcom(Fibre) has the best throughput perfor-
Intel Multiport(4x1G) devices. As the table shows, for botfinance of all measured NICs, it fares poorly from a perfor-
the 10G Fibre and 1G Base-T devices, link connection onfyance per watt perspective due to the high energy consump-
marginally increases power consumption (approximately.1Wjon of the offload engine on the NIC. Unsurprisingly, the
For the sake of brevity we omit reporting the results of thBase-T NICs have the lowest performance in the measured
other multiport NICs in the test set. However, we verify thag€t due to their high power overhead at the physical layer.
we observed similar results in all cases. 3.2.3. Server Performance Per Watt: Conventionally, all

Our measured results indicate that between 40-85% (Intilta transferred through the NIC is subject to processittigen
Multiport(2x1G) and Intel Multiport(4x1G) respectively)f host operating system’s network layer. As has been measured
the overall power consumed by multiport NICs is attribugablpreviously, this processing requires substantial amaoofritest
to the system electronics and remains constant regardfes€CBU, especially for high speed links [9]. High host CPU

the number of in-use links. usage may be problematic as it means less CPU is available
to service applications.
3.2. Active Energy Efficiency As stated previously, high host CPU usage has inspired the

. . . - evelopment of offload NIC designs [10] which move some
Th|s section studies the energy efficiency of the 1O.G. I\“Cdsr all network processing onto the network card for the pur-
in the measurement test set. We present results listing

Bse of reducing host CPU utilization. However, Section.1
active energy consumption of the NICs and analyze the s 9 '

to determine the most energy efficient NICs with respect Eo'tas also highlighted that offload designs have higher energy

onsumption.
throughput and host CPU used. There is clearly a tradeoff between the throughput perfor-

3.2.1. Active Energy Consumption:Active power consump- mance of the NIC, the amount of power it consumes and the
tion is obtained by measuring the NIC power usage whilgmount of host CPU used to service the network interconnect.
transferring data over 5 bidirectional TCP streams. Table ah ideal NIC will provide high throughput, use little power
lists the results for the active power consumption of the 10§nd consume a minimum amount of host CPU.
NICs in the test set coupled with the host CPU required to Given a set of NICs that can be serviced within a maximum
sustain the maximum achievable throughput. The total amoyRreshold of host CPU dedicated to network processing, an
of host CPU available in the system is 800%, defined asa@ministrator will likely select the one able to provide thest
logical processors each of which can be fully dedicated ¢o tRerformance for the least powand host CPU consumption.
experiment. However, correlating NIC power consumption, throughput an
There is very little difference in the power usage of anost CPU consumption is non-trivial; all three parametees a
active NIC compared to an idle one. For all measured NICs thflependent variables as listed in Table 4.
difference in power usage is less than 1W with the largesadel We introduceserverperformance per watt as a simple met-
being only 0.9W (Broadcom(Fibre)). This leads us to coreludic that enables reasoning about NIC host CPU consumption.
that very little energy is required to actually transmitadahd Server performance per watt is defined as the throughput ob-
that the majority of the energy is expended in powering thained per watt oberverenergy consumed. It is based on our
NIC system electronics. observations that:i) an idle powered server has a constant
Finally, the results also show that throughput performangewer draw andii) server power consumption increases in
varies tremendously across the measurement set (rangimg fiproportion to CPU loatl In effect, this metric incorporates
11-18.7 Gbps) . However, there is no correlation betweéme utilisation of host CPU for servicing the network. If the
power usage and performance — some low performing NIGEC requires a large amount of host CPU server power con-
have a high power draw while other higher performing NICsumption increases and server performance per watt reduces
have a low power draw. We analyzed all the 10G NICs in our test set to determine



Active Throughput CPU

NIC Power (W) | (Gbps) Usage(%) 35
Intel(Base-T) 21.4 11.0 369.6 3
Solarflare(Base-T)| 18.2 15.8 508.3 g25
Broadcom(Fibre) | 14.0 18.7 264.7 g2
Solarflare(Fibre) | 5.9 15.9 508.3 il e St I R I =
Intel(CX4) 5.6 10.3 302.3 !
Solarflare(CX4) 4.9 16.5 484.4 O'Z ‘ ‘ ‘
Table 4: Measured 10 Gbps NICs - Active Power, Throughput SR il ! (e ! S ! S ! " ! ety
Usage Figure 2: 10 Gbps NICs — NIC Performance Per Watt

server performance per watt. Figure 3 presents the reSiles.  While a detailed explanation of this drop in throughput effi-
Broadcom(Fibre) NIC is the most efficient from a whole-serveciency would require finer instrumentation and measurement
perspective due to its low CPU load in relation to the extiia is likely to be due to an increase in the overheads (e.g.
power consumed by its offload engine. This is followed binterrupts, context switching, bus contention) assodiatéh
the Solarflare NICs which have a better server performantansferring data over multiple physical links.
per watt result than the Intel NICs in spite of consuming morg3.2. Power consumption increases in correlation to the
CPU due to their higher throughput characteristics. Fyridié  number of ports: As Table 5 illustrates, the power footprint
Intel NICs have the lowest performance overall due to thed the multiport NICs increases in relation to the number of
low throughput. The server performance per watt results g§grts on the device. Focusing on the Intel single and dual
also interesting as they show that, from a system persgectiyort NICs (chosen as devices from the same manufacturer are
overall server energy efficiency is still dominated by hoBLC |ikely to contain common design elements and be implemented
utilisation. using similar technology), we notice that the the averagieec
Note however that CPU manufacturers are employing mosgwef consumed per port remains approximately the same
and more aggressive optimizations to reduce per-core poweig—1.9w) for the single and dual port variations. Further-
consumption with the aim of building more concurrent (ghore, power consumption actually increases to 3.125W for
larger number of cores) CPUs. Hence, it is possible thatiwiththe quad port NIC. However, this increase is likely to be due
3-5 years server power consumption will no longer be donty the fact that the quad port NIC is manufactured by Silicom
nated by the CPU but by other components. and thus uses a different physical layer implementatioréo t
. single and dual port NICs
3.3. Multiport 1G vs 10G While confirmation would require detailed instrumentation
System designers seeking a desired level of throughpubperfand measurement, power consumption measurements suggest
mance have the choice of using multiple or multiport 1G NIChat there is little or no electronic integration or scalogthe
or a single 10G NIC. Provided a set of NICs able to sustaitevice. Visual inspection of the NICs and controller dateth
a required level or performance, it is in the interest of theonfirm a single controller but physical power draw seems to
designer to choose the one that provides the best perfoemasgggest a duplication of functionality (and associatedt-ele
for the least cost. tronics) in a single packaging. In some cases (e.g. Broadcom
In this section we compare a number of single and mulAultiport(2x1G)) the multiport NIC is actually composed of
tiport (dual and quad) 1G configurations with the 10G NICsultiple 1G NICs coupled on the same printed circuit board.
in our test set in order to determine those that provide tl@om a technical perspective, the only advantage of using 1G
best performance-to-power ratios. We focus on NICs adaptedltiport devices in comparison to single port NICs is the
for the Base-T physical layer as this is the most prevaleRCI-Express slot savings efficiency.
wiring infrastructure in modern datacenters. Table 5 presse 3.3.3. 1G NICs Possess Similar NIC Performance Per Watt
the characteristics of our measured 1G NICs. The results legharacteristics as 10G NICs: Next, we evaluated the effi-
to the following observations: ciency of the multiport 1G NICs by calculating their efficign
3.3.1. Throughput efficiency decreases as the number ofin terms of NIC performance per watt. Figure 4 provides
ports increase: Our measurements show that achievable thrathghresults of this analysis. As illustrated, the relatiview
put does not scale in relation to the number of ports. While gower consumption and high throughput achieved by the Intel
is unlikely that any NIC will achieve its theoretical thrdygut Multiport(2x1G) NIC ensures it has the highest performance
(due to host and protocol overheads), we found that theesingler watt of the measured set. This is followed closely by
port NIC is able to achieve 85% of theoretical bandwidthhe Intel 1G and then the Solarflare(Base-T). The Broadcom
the dual ports are able to achieve 82.5% of theoretical barMdultiport(2x1G) and Intel Multiport(2x1G) both have much
width but the quad port device is only able to achieve 70%wer performance per watt due to their low throughput and
of theoretical bandwidth. In comparison our 10G NICs areigh power draw.
able to achieve up to 93.5% (Broadcom(Fibre)) of theorktica While the NIC performance per watt metric provides a sim-
bandwidth. ple, efficient and abstract mechanism for comparing the powe



0.08
0.07

Throughput (Gbps)  Active
[ NIC Media

§006 [— Theoretical  Actual | Power (W)
0% ] Intel 1G Base-T| 2 17 |19
803 I Broadcom Multiport(2x1G)| Base-T| 4 3.3 7.0
0.02 K Intel Multiport(2x1G) Base-T| 4 3.3 3.6
0.01 |- ‘ Intel Multiport(4x1G) Base-T] 8 5.7 125
Solarflare | intel_ | Solarflare | inel | Broadcom | Solarfiare Table 5: 1G NICs - Performance And Power Characteristics

(Base-T) (Base-T) (CX4) (CX4) (Fibre) (Fibre)

Figure 3: 10 Gbps NICS - Server Performance Per Watt

efficiency of different NICs it is important to note that ptiac (1.381 x 10723 Joules/Kelvin) andl is the absolute temper-
cal factors may influence the range of available choices. Fature in Kelvin.
example, even though the Intel Multiport(2x1G) device s t Table 6 presents the absolute energy efficiency results of
best performance per watt, delivering throughput appriogch all the NICs in our test set (calculated using a value of 300K
10 Gbps with this NIC configuration requires a motherboafdr 7). While the relative absolute efficiency values for the
with five PCI-Express slots (most only contain one or two).NICs in the test set loosely mirror performance per watt,
Similarly, this analysis does not account for host CPU cotthe results show that there is almost an order of magnitude
sumed servicing the network. However the per-packet psacedifference between the absolute energy efficiency of thet mos
ing overheads associated with multiple slower (compared (®olarflare(CX4)) and least (Intel Multiport(4x1G)) efficit
10G) links may lead to inordinately high host CPU requireNICs. The results also show that, generally, the 10G NICs and
ments. For example, we measured the host CPU requiredlt NICs (as a group) have similar absolute energy efficiasncie
service the Intel 1G and Intel Multiport(2x1G) links and exHowever, it is interesting to note that while the 10G NICs
trapolated that it would require 1085% and 759% of host CPtdnsume more energy, they are approximately 5 times more
respectively to service throughput equivalent to that pled energy efficient than the 1G NICs.
by the Solarflare(Base-T). In comparison the Solarflare NIC Comparing the calculated values in Table 6 with similar
only requires 508.3% of host CPU. results calculated in the work that defines the metric [11],
In summary while the performance per watt offered by 1@e find that per-bit transported, the most efficient 10G NIC
and 10G NICs is similar, practical issues concerning plsidn the test set has an absolute energy efficiency figure that
capacity and the amount of host CPU required to service tise8 times more efficient than the most-efficient CPU they
network render the 10G NICs the most sensible choice for theeasured (119.9df. Furthermore, we find that, generally,

majority of configurations. the 10G NICs in our test set are more efficient (111-11%8dB
than the varying networking and computing equipment tested
4. Contextualizing Energy Efficiency by the authors of the metric (115-130¢B

In this section we compare the energy efficiency of the NICS i) Towards Increased Energy Efficiency
the test set using an absolute energy efficiency metric. ighis

useful because it is allows us to objectively compare the-ovén this section we discuss, based on observed results, how
all energy consumption of the devices, their relative efficiy System designers can ensure maximum efficiency of deployed
(with respect to each other) and it provides indicationsoas systems and speculate on optimisations that would be useful
the energy efficiency of the devices with respect to thecakti for increased NIC efficiency.
lower and upper bounds. _ o

Our analysis utilizes the absolute energy efficiency metrel- Ensuring Deployed Systems Are Efficient

defined by Parker et al. for network energy efficiency [11kysiem designers deploying large scale systems should con-
This work defines the logarithmic unit @B which allows  siger the cost of deploying physical media in relation to the
comparison across different network technologies andiarclﬂmning cost of the NIC over the time span of the deployment.
tectures. Moreover, as it is based on a physical constant {jgije common, cheap media such as Base-T has a lower
measure is transparent, transportable and scalable. deployment cost, Section 3.1.1 showed the running cost of
While full details on the background, assumptions and dgge NIC is higher due to its larger power draw. Designers
sign of the metric are available in the papers that introsucgnhould also account for rising or falling trends in energgtso
it [12], [11], we note that the absolute energy efficiency iQjth time. Finally, designers should also account for therev

dBe is calculated as: decreasing cost and power footprint of NICs as the techyolog
matures as this will influence the running cost of the system
Power/Bit Rate when machines begin to get replaced at the end of their de-
dBe = 10logno <len2> (1)  ployment cycle.

As NIC power consumption is approximately constant re-
Here, Power is the power consumed in Watts, Bit Rate gardless of load, system designers should design and approp
the data rate in bits per seconid,s the Boltzmann constant ate the system to maximize link utilization consideringesth
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NIC Link Rate | Absolute Energy
(Gbps) Efficiency (dBe)
Solarflare(CX4) 10 110.1 1
Solarflare(Fibre) 10 111.1
Intel(CX4) 10 112.8 xR IR e A A AR
Broadcom(Fibre) 10 114.1 Y o L R e B AR
Intel Multiport(2x1G) 1 115.8 Boa -
Intel 1G 1 1159
Solarflare(Base-T) 10 116.0 02 1=
Intel(Base-T) 10 118.3 0 I T I I I
Broadcom Multiport(2x1G) 1 118.7 %gggla_l[)e e Multipltl;l:te(lleG) Mu?tlrgggtz:gHG) Multiplgrtte(lzlle) (Bla'\-lsteelT)
Intel Multiport(4x1G) 1 118.8 Figure 4: 1 vs 10 Gbps - Performance-Per-Watt

Table 6: Absolute Energy Efficiency 1 and 10G NICs

resources (e.g. CPU or RAM) are not an issue. This leadshas studied the power consumption of server, desktop and
increased NIC power efficiency, which, in turn increases ttportable devices in various contexts as outlined below:
overall efficiency of the system. Similarly, utilising albgs on Stemm and Katz carried out one of the earliest studies
a multiport NIC results in increased efficiency as the powen characterizing energy consumption in wireless NICs in
cost is ammortized over a larger number of active ports band-helds [14]. Like this work they measured the voltage
explained in Section 3.1.4. and current drop across a small resistor for the purposes of
System designers should consider whether throughput determining power consumption. They show that the wireless
quirements are likely to increase with time. If throughpex r interface accounts for a large proportion of the total power
quirements are constant over the duration of the deployyitentused in the hand-helds, and, similar to this work, the ici¢est
may be more cost efficient to deploy multiport NICs due to thdominates power consumption.
lower initial purchase cost (an efficient multiport NIC pides Ebert et al. measure the power consumption of wireless
the same performance per watt as a good 10G NIC). HoweeAN interfaces for various operational and parameter rsgsti
if throughput requirements are likely to increase with tiiee  for non-impaired radio frequency channels using a similar
practical advantages of a 10G interface (Section 3.3.3) maeasurement setup to ours [15]. They derive the energy deede

result in a cheaper long-term solution. to transmit one bit of payload and build a simulation model
_ o of the interface, using it to investigate the effect of chiagg
5.2. Potential NIC Optimisations different operational parameters. Results show contrahef

Our measured results indicate that there are a number of BBWer level a_n(_j data rate adaptation make the biggest impact
on energy efficiency.

tential NIC design optimisations that are likely to increas . )
power efficiency. Section 3.1 showed that the NIC power con- Chandra uses the complementary technique of correlating

sumption is approximately the same in idle mode as in actip§Work activity and published power information to build
mode. One area of optimsation lies in reducing idle pow@r detailed state model that is able to estimate the energy

consumption to reduce the energy footprint of an unused NIE2Nsumed for any sequence of traffic events [16]. While less
Similarly, optimising NIC design so power draw increase@,ccurate than direct measurement, this approach provides a

in proportion to link utilisation (i.e. a lower transfer hiate simple and straightforward mechanism for estimating fatey

results in a lower energy consumption) would ensure that tREWer consumption. Similarly, Hiaro et al. create whole-sys
NIC operates at optimum energy efficiency, regardless af lolgm state .m0(.jels of the entire machlne using published power
(some preliminary work on this issue has already been carrigonSumption information of the major components [17].

out by Popa et al. [13]). Other work has examined the energy cost of the TCP net-

Multiport designs benefit from power efficiencies achieeabworl('r}g_rpcrgt%cm' Wang. an(tthmgh examine no(cjie le\éeL energy
by electronic integration or scaling, e.g. using a single-coCOS 0 y measuring the power consumed as data moves

troller to manage all physical ports. Similarly, systemitom through the networking stack [18]. Their results show thHat 6

o : : :
turn off the channel circuit when a port is disconnected \doul; 70% of the energy cost is accountable in transferring data

result in power savings for multiport NICs that are not inl ful etween the kernel an(_j the NIC while 15% 'S due fo user-
use. kernel copy. Only 15% is due to TCP processing cost.

We note that fine-grained power measurement for the pur-

6. Related Work poses of profiling energy consumption is beir_1g used _to char-
acterize other server components as well. Hylick et al. idev

To the best of our knowledge this is the first academic wordetailed measurements on disk drive power consumption [19]
that provides detailed measurements and comparativesasmalgimilarly, previous work has also profiled whole system powe
detailing the power consumption and tradeoffs in modern 1€@nsumption [20], [21], [22].
and 10G network interface cards over a range of design, man¥inally, the IEEE Energy Efficient Ethernet (IEEE standard
ufacturer and physical media types. Previous work, howev802.3az) task force [23] has been working on reducing the
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power consumption of 100 MB, 1G and 10G NICs by specifyi2] M. Parker and S. Walker, “Differential temperature Gatrheat analysis
ing mechanisms to put devices into sleep mode, stepping down
link speeds in periods of low link utilisation and reducinglg]
transmit voltage for Base-T interfaces. This is an impdrékm
velopment that should lead to increased energy efficiendy an
would make an excellent basis for a followup study. However,
it will be some time before devices implementing the staddar4]
are commercially available.

7. Conclusions

This paper measured and analysed the power consumption

[15]

of six 10 Gbps and four multiport 1 Gbps NICs spanning6l
a range of design, manufacturer and physical media typﬁ%
Our results found that, generally, 10 Gbps NICs consume
between 4.5-20W of power depending on design and physical
transmission media while 1 Gbps NICs consume between 2—
13W. Furthermore, there is very little difference in the pow [1g]
consumption of an idle or loaded NIC. Higher link speeds
have high host CPU requirements (between 250-500% CP
Finally, the work determined that the current generation of
10 Gbps NICs are able to match mature 1 Gbps NICs in

performance per watt energy efficiency.
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10

1Any ground pin may be used.

2While an absolutely accurate calculation for power will digard the
voltage consumed by the resistor (i@ — V1) x R), in practice the low
resistance of? means the power drawn by the resistor is negligible and may
be ignored for the purpose of simplicity

3Calculated using the average commercial US energy price ifuetec-
tricity [24] as of January 2010

4We assume little or no disk activity as the workload is CPU tibun

5Similar to the 10G NICs, active power is only marginally largean idle
power for the 1G NICs



