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Abstract—Understanding server energy consumption is fast
becoming an area of interest given the increase in the per-machine
energy footprint of modern servers and the increasing number of
servers required to satisfy demand. In this paper we (i) quantify
the energy overhead of the network subsystem in modern servers
by measuring, reporting and analyzing power consumption in six
10 Gbps and four 1 Gbps interconnects at a fine-grained level;
(ii) introduce two metrics for calculating the energy efficiency of
a network interface from the perspective of network throughput
and host CPU usage; (iii) compare the efficiency of multiport 1
Gbps interconnects as an alternative to 10 Gbps interconnects;
and (iv) conclude by offering recommendations for improving
network energy efficiency for system deployment and network
interface designers.

1. Introduction

Our dependency on information technology in our daily lives
has led to computing infrastructure becoming a significant con-
sumer of energy. A study commissioned in Japan in 2006, for
example, showed that communications and computing infras-
tructure accounted for 4% of all total electricity production [1],
while in the USA and UK it has been shown that commu-
nications and computing infrastructure account for 3% [2]
and 10% [3] of countrywide electrical energy consumption
respectively.

Of the energy consumed by computing infrastructure, a sig-
nificant amount is consumed within servers; recent studies
have estimated this figure as approximately 1.5% of all power
consumption in the USA [4]. With the continual growth in
both the size and number of servers required to service ever-
increasing demand, it is important to optimize and minimize
server energy usage.

Communication is a fundamental function of the modern
server; the energy efficiency of any server is intrinsicallylinked
to how quickly and efficientlydata can be moved between it
and other devices. Considering that the amount of data being
transmitted is continually increasing both over the Internet and
private networks [5] it follows that a power efficient network
subsystem can result in significant runtime energy cost sav-
ings [6].

There is also great emphasis on increasing the power usage
effectiveness of large scale datacenters by reducing the power
consumed providing support functions such as power distribu-
tion and cooling [7]. As the energy optimisations associated

with support functions reach physical limits, it is likely that,
in the future, better power usage efficiency will depend on
reducing the power consumption of servers.

An important first step in optimizing energy consumption
is quantifying its use. In this work, we set out to examine
the energy efficiency of 10 Gbps (10G) server interconnects.
In particular, we make the following contributions: (i) we
measure and characterize the idle and active power consump-
tion for a number of production 10 Gbps Network Interface
Cards (NICs) of varying makes, models, architectures and
utilizing different physical media; (ii ) we compare their en-
ergy efficiency from a throughput and host CPU utilisation
perspective; (iii ) we outline the absolute energy efficiency of
all the measured NICs and (iv) we compare the cost and power
efficiency of 10G NICs to single, dual and quad port 1 Gbps
(1G) configurations.

The remainder of this paper is structured as follows: Sec-
tion 2 outlines our measurement hardware, software, infras-
tructure and methodology. Section 3 details our measurement
results and analysis in the areas of idle (Section 3.1) and active
(Section 3.2) energy efficiency while Section 3.3 compares
the energy efficiency of 1G and 10G configurations. Section 4
presents an analysis of the absolute energy efficiency of the
measured NICs. Section 5 speculates on how system designers
and NIC designers may be able to improve energy efficiency.
Section 6 discusses related work and Section 7 concludes.

2. Measurement Platform

The results in this paper are derived from independent mea-
surements conducted by the authors. There are three reasons
we chose to conduct independent measurements: (i) our mea-
surements serve to validate those of the manufacturer; (ii ) car-
rying out our own measurements enables us to instrument
at a finer level and according to our specific requirements
and, most importantly, (iii ) using standardized measurement
infrastructure and methodology enables us to compare our
results across different NICs. The remainder of this section
describes our NIC test set, testbed, measurement platform and
methodology in detail.

3



NIC Link Rate Physical Part Number(Gbps) Medium
Solarflare(Fibre) 10 Fibre SFE4002
Solarflare(Base-T) 10 Base-T SFE4001
Solarflare(CX4) 10 CX4 SFE4003
Broadcom(Fibre) 10 Fibre PE10G2T-SR
Intel(CX4) 10 CX4 PE10G2I-CX4
Intel(Base-T) 10 Base-T PE10G1-T
Intel 1G 1 Base-T EXPI9400PT
Broadcom Multiport(2x1G) 1 Base-T NC380T
Intel Multiport(2x1G) 1 Base-T EXPI9402PT
Intel Multiport(4x1G) 1 Base-T PEG4I-RoHS

Table 1: NIC Test Set Figure 1: 12v Power Measurement Apparatus

2.1. NICs

Table 1 lists all the NICs measured in this work. We measured
six production 10G NICs from four manufacturers and an
additional four 1G NICs for the 1G-10G comparison discussed
in Section 3.3. For verification purposes, we provide the part
numbers of all measured NICs. All the Solarflare NICs are sec-
ond generation devices based on an identical reference design
with differences due only to adapting the NIC for different
physical media.

The Broadcom(Fibre) NIC (version 1.5) is manufactured
by Silicom. The Intel(CX4) and Intel(Base-T) NICS are both
based on the Intel 82598EB and are manufactured by Silicom.
However, the Intel(Base-T) NIC (version 1.4) has a physical
layer manufactured by Teranetics.

For the 1G NIC set, the Intel 1G is based on the Intel
82572GI Gigabit Controller. The Broadcom Multiport(2x1G)
NIC is manufactured by HP and based on a pair of BCM5706
CKFBG controllers. The Intel Multiport(2x1G) is based on
the Intel 82571GB chipset while the Intel Multiport(4x1G) is
based on the Intel 82571EB chipset but is manufactured by
Silicom.

The 10G measurements span the most common physical
media types: CX4 (IEEE standard 802.3ak), short range fibre
(IEEE standard 802.3ae) and Base-T (IEEE standard 802.3an).
This is of interest because there is a clear tradeoff betweenthe
cost of the NIC and the physical media: CX4 is a simple, low
power copper wire standard designed to connect over short
distances of up to 15 meters. The simplicity of the standard
means the physical layer of the NIC is cheap to implement,
however, the interconnect cables are complex and expensiveto
manufacture. Base-T is able to utilize existing cheap twisted
pair cabling, however the signal processing overheads at 10G
result in complicated NIC physical layer designs. Finally,fibre
is a relatively cheap interconnect but mandates the use of
expensive transceivers for data transmission.

2.2. Hardware and Software

All measurements were taken on a pair of SuperMicro ma-
chines consisting of an 6025W-NTR+B server board based on
the Intel 5400 chipset, equipped with two Xeon 5482 dual die
3.20 GHz quad core CPUs for a total of 8 logical processors.
Every core has 32KB of level one data cache and every die
has 6MB of shared level two cache. The system was equipped

with 4GB of RAM on a quad-pumped 1600 MHz memory bus.
NICs interface with the host through a PCI-Express (version
2) bus and are connected via an 8 lane connector theoretically
capable of sustaining a 8GB/s transfer rate.

For the duration of the measurements the operating system
used was Windows Server 2008/Enterprise running in 32bit
mode. Every NIC was measured using the latest drivers avail-
able (as provided on the product support website) at the time
of measurement. Ethernet frame size was 1500 bytes. We used
the IXIA Chariot [8] tool to generate realistic traffic streams
when taking measurements that required the NIC to be active
(i.e. transferring data).

2.3. Measurement Apparatus & Methodology

We measure energy consumption by measuring the power used
by the NIC. PCI-Express connectors provide voltage at two
levels, 3.3v and 12v. By intercepting both voltage supply lines
we are able to determine the current (and, by extension, power)
used by the device.

Figure 1 illustrates one half of the measurement apparatus
in detail. PCI-Express connectors supply a (single sourced)
12v voltage on pins 2,3 of the Side A rail and 1,2 on the Side
B rail of the connector. We intercept these pins and common
them, feeding the resulting line through a 0.01Ω series resistor,
R, before re-splitting the line to feed identical pins on a riser
card into which the NIC is fitted.

We use this apparatus to calculate the power consumed in
the 12v circuit as follows: Using Ohm’s law we are able to de-
termine the current in the circuit,I, by measuring the potential
difference acrossR using voltmeterV1. As the current in the
circuit is constant, it follows that the power being consumed
in the circuit may be calculated as the product ofI and the
potential difference across the entire circuit1 as measured by
voltmeterV2. 2

A similar setup forms the other half of the measurement
apparatus by binding pins 9,10 of the Side A rail and 8,10 of
the Side B rail thereby enabling the calculation of power drawn
on the 3.3v circuit. Some of our analysis required measurement
of whole server power consumption. For this measurement we
used two standard off-the-shelf digital power meters with a
resolution of 0.1W.

The results reported in this paper are the average of at least
three independent measurements. All related measurementsare
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NIC Offload Media Idle Power (W)
3.3v 12v Total

Intel(Base-T) No Base-T 6.0 15.2 21.2
Solarflare(Base-T) No Base-T 1.0 17.0 18.0
Broadcom(Fibre) Yes Fibre 5.9 7.2 13.1
Solarflare(Fibre) No Fibre 2.6 3.1 5.7
Intel(CX4) No CX4 5.6 0.0 5.6
Solarflare(CX4) No CX4 1.6 3.0 4.6

Table 2: 10 Gbps NICs - Idle Power Consumption

NIC Link Media Number Of Idle (W)
Speed Active Links Power

Broadcom(Fibre) 10 Gbps Fibre
0 11.1
1 12.1
2 13.1

Intel Multiport(4x1G) 1 Gbps Base-T

0 7.9
1 9.0
2 10.1
3 11.1
4 12.3

Table 3: Multiport NICs - Idle Power Consumption

verified to be within 3% of one other. All results are rounded
up to one decimal place.

3. Characterizing Energy Consumption

In characterizing the energy consumption of the NICs we focus
on three areas: we begin by analyzing the idle energy con-
sumption of the NICs (Section 3.1), followed by an analysis
of active or in-use energy efficiency (Section 3.2). Finallywe
conclude by comparing the runtime energy costs and power
efficiency of 1G and 10G NIC deployments (Section 3.3) in
servers.

3.1. Idle Energy Consumption

Idle energy is defined as the energy consumed by the card
when powered, with all links connected (and operating system
driver loaded) but not transferring any data. In practice itis the
least amount of energy required to keep the card functional.
Table 2 lists the idle power profiles of the 10G NICs in our
test set. Our measurements lead us to make the following
observations:

3.1.1. NICs may contribute significantly to server energy
consumption: Typical modern servers have a baseline power
draw of between 150–250W depending on hardware configu-
ration. The measured NICs, on the other hand, show a power
consumption of between 5–20W. Thus, the addition of a 10G
NIC adds between 2.0–13.3% on baseline power consumption.

While NIC power consumption may seem insignificant on
first glance, it is high enough that we consider it worth fac-
toring in when designing large server farms. For example,
the difference in idle power consumption between the most
(Intel(Base-T)) and least (Solarflare(CX4)) expensive 10GNICs
listed in Table 2 is 16.6W. This equates to an increased running
cost of $14 per-annum3 for the Intel(Base-T) device compared
to the Solarflare(CX4). For a datacenter of 1000 machines, this
results in an additional cost of $14,000 per year – a figure
large enough to warrant careful consideration of which 10G
interconnect should be used in the servers. This issue may be
compounded even further by high throughput applications (e.g.
video processing) which require multiple 10G interconnects.

3.1.2. Physical media influences power consumption:As
Table 2 shows, there is an order of magnitude difference in the
idle power consumed by all the NICs in the test set. Various
reasons may account for this difference, most significantly

the internal design of the NIC and the CMOS processing
technology may significantly influence power draw.

To determine the power consumption attributable to adapta-
tion for the physical layer we focus on the Solarflare series of
NICs. As explained in Section 2.1 all the Solarflare NICs mea-
sured in this paper are based on an identical internal designand
manufactured using the same CMOS processing technology.
Discussion with the manufacturer revealed that while thereare
differences in the circuitry and internal firmware in the three
variations measured, the changes are mostly minor bug fixes
which have no impact on power consumption. The only major
differences in the design of the measured NICs are due to
adaptation for the physical layer.

The results highlight that the CX4 variation has the low-
est power consumption due to the simple and straightforward
wire-like design of the CX4 physical protocol. This is followed
closely by the Fibre variation which consumes an additional
watt due to the transceiver (as explained in Section 3.1.4).
Finally, the Base-T variation consumes the most energy due to
the power consumed in the signal processing component of the
card which is responsible for generating the pulse-amplitude-
modulated waveform in the physical media.

While our physical media analysis are based on the So-
larflare NICs, results in Table 2 verify our claims. In general,
for all measured cards CX4 devices consume the least energy
followed by fibre and Base-T variations respectively.

3.1.3. Offload is more power expensive:A common design
optimization involves offloading network processing onto the
NIC for the purposes of increased performance or reduced
host CPU usage. It is commonly expected that the increased
functionality and complexity of offload NICs will result in
devices that have a significantly larger power footprint than
more conventional designs.

While our NIC test set only includes a single offload device
(Broadcom(Fibre)), our measurements confirm expectations.
This device has an order of magnitude larger power draw than
any other NIC adapted for CX4 or Fibre. The increased power
consumption is due primarily to relatively high power usage
in the 12v circuit. This is attributable to the CPU and RAM
on the NIC which continue to draw power even when the NIC
is idle.

3.1.4. Link connection status has little effect on power
consumption: Multiport NICs composed of multiple physical
links on the same device are becoming increasingly popular
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due to the need for increased server network capacity. Mul-
tiport NICs are preferred over single-port NICs due to the
economic (they are cheaper per-port), space (they only require
a single PCI-Express slot) and management (they only require
a single driver) savings they offer.

We set out to measure the power consumption of multi-
port NICs with respect to link connection status. Specifically,
we quantified device power consumption in relation to the
number of active links. We tested by physically removing the
transceiver in the case of Fibre and disconnecting the link
in the case of Base-T. We measured the power consumption
for all (1G and 10G) NICs in our test set and observed that
connection state has very little impact on the overall idle power
consumption of the device.

Table 3 illustrates the results for the Broadcom(Fibre) and
Intel Multiport(4x1G) devices. As the table shows, for both
the 10G Fibre and 1G Base-T devices, link connection only
marginally increases power consumption (approximately 1W).
For the sake of brevity we omit reporting the results of the
other multiport NICs in the test set. However, we verify that
we observed similar results in all cases.

Our measured results indicate that between 40–85% (Intel
Multiport(2x1G) and Intel Multiport(4x1G) respectively)of
the overall power consumed by multiport NICs is attributable
to the system electronics and remains constant regardless of
the number of in-use links.

3.2. Active Energy Efficiency

This section studies the energy efficiency of the 10G NICs
in the measurement test set. We present results listing the
active energy consumption of the NICs and analyze the results
to determine the most energy efficient NICs with respect to
throughput and host CPU used.

3.2.1. Active Energy Consumption:Active power consump-
tion is obtained by measuring the NIC power usage while
transferring data over 5 bidirectional TCP streams. Table 4
lists the results for the active power consumption of the 10G
NICs in the test set coupled with the host CPU required to
sustain the maximum achievable throughput. The total amount
of host CPU available in the system is 800%, defined as 8
logical processors each of which can be fully dedicated to the
experiment.

There is very little difference in the power usage of an
active NIC compared to an idle one. For all measured NICs the
difference in power usage is less than 1W with the largest delta
being only 0.9W (Broadcom(Fibre)). This leads us to conclude
that very little energy is required to actually transmit data and
that the majority of the energy is expended in powering the
NIC system electronics.

Finally, the results also show that throughput performance
varies tremendously across the measurement set (ranging from
11–18.7 Gbps) . However, there is no correlation between
power usage and performance – some low performing NICs
have a high power draw while other higher performing NICs
have a low power draw.

3.2.2. NIC Performance Per Watt: For any set of NICs able
to sustain a required level of performance, the most power
efficient can be defined as the one that is able to provide the
most performance for the least amount of energy consumed.
Using this requirement, we define the performance per watt of
a NIC as the throughput in Gbps per watt of energy consumed.

We analyzed all the 10G NICs in our test for the purposes
of determining NIC performance per watt. Figure 2 provides
the results. As the figure indicates, the best performance is
provided by the Solarflare(CX4) due to its high throughput and
low power footprint. This is followed by the Solarflare(Fibre)
which has near identical performance to the CX4 variation of
the NIC but consumes 1W more of power in the physical layer
due to the fibre transceiver (Section 3.1.4).

While the Broadcom(Fibre) has the best throughput perfor-
mance of all measured NICs, it fares poorly from a perfor-
mance per watt perspective due to the high energy consump-
tion of the offload engine on the NIC. Unsurprisingly, the
Base-T NICs have the lowest performance in the measured
set due to their high power overhead at the physical layer.

3.2.3. Server Performance Per Watt: Conventionally, all
data transferred through the NIC is subject to processing inthe
host operating system’s network layer. As has been measured
previously, this processing requires substantial amountsof host
CPU, especially for high speed links [9]. High host CPU
usage may be problematic as it means less CPU is available
to service applications.

As stated previously, high host CPU usage has inspired the
development of offload NIC designs [10] which move some
or all network processing onto the network card for the pur-
pose of reducing host CPU utilization. However, Section 3.1.3
has also highlighted that offload designs have higher energy
consumption.

There is clearly a tradeoff between the throughput perfor-
mance of the NIC, the amount of power it consumes and the
amount of host CPU used to service the network interconnect.
An ideal NIC will provide high throughput, use little power
and consume a minimum amount of host CPU.

Given a set of NICs that can be serviced within a maximum
threshold of host CPU dedicated to network processing, an
administrator will likely select the one able to provide thebest
performance for the least powerand host CPU consumption.
However, correlating NIC power consumption, throughput and
host CPU consumption is non-trivial; all three parameters are
independent variables as listed in Table 4.

We introduceserverperformance per watt as a simple met-
ric that enables reasoning about NIC host CPU consumption.
Server performance per watt is defined as the throughput ob-
tained per watt ofserverenergy consumed. It is based on our
observations that: (i) an idle powered server has a constant
power draw and (ii ) server power consumption increases in
proportion to CPU load4. In effect, this metric incorporates
the utilisation of host CPU for servicing the network. If the
NIC requires a large amount of host CPU server power con-
sumption increases and server performance per watt reduces.

We analyzed all the 10G NICs in our test set to determine
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NIC Active Throughput CPU
Power (W) (Gbps) Usage(%)

Intel(Base-T) 21.4 11.0 369.6
Solarflare(Base-T) 18.2 15.8 508.3
Broadcom(Fibre) 14.0 18.7 264.7
Solarflare(Fibre) 5.9 15.9 508.3
Intel(CX4) 5.6 10.3 302.3
Solarflare(CX4) 4.9 16.5 484.4

Table 4: Measured 10 Gbps NICs - Active Power, Throughput AndCPU
Usage
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Figure 2: 10 Gbps NICs – NIC Performance Per Watt

server performance per watt. Figure 3 presents the results.The
Broadcom(Fibre) NIC is the most efficient from a whole-server
perspective due to its low CPU load in relation to the extra
power consumed by its offload engine. This is followed by
the Solarflare NICs which have a better server performance
per watt result than the Intel NICs in spite of consuming more
CPU due to their higher throughput characteristics. Finally the
Intel NICs have the lowest performance overall due to their
low throughput. The server performance per watt results are
also interesting as they show that, from a system perspective,
overall server energy efficiency is still dominated by host CPU
utilisation.

Note however that CPU manufacturers are employing more
and more aggressive optimizations to reduce per-core power
consumption with the aim of building more concurrent (a
larger number of cores) CPUs. Hence, it is possible that within
3–5 years server power consumption will no longer be domi-
nated by the CPU but by other components.

3.3. Multiport 1G vs 10G

System designers seeking a desired level of throughput perfor-
mance have the choice of using multiple or multiport 1G NICs
or a single 10G NIC. Provided a set of NICs able to sustain
a required level or performance, it is in the interest of the
designer to choose the one that provides the best performance
for the least cost.

In this section we compare a number of single and mul-
tiport (dual and quad) 1G configurations with the 10G NICs
in our test set in order to determine those that provide the
best performance-to-power ratios. We focus on NICs adapted
for the Base-T physical layer as this is the most prevalent
wiring infrastructure in modern datacenters. Table 5 presents
the characteristics of our measured 1G NICs. The results lead
to the following observations:

3.3.1. Throughput efficiency decreases as the number of
ports increase: Our measurements show that achievable through-
put does not scale in relation to the number of ports. While it
is unlikely that any NIC will achieve its theoretical throughput
(due to host and protocol overheads), we found that the single
port NIC is able to achieve 85% of theoretical bandwidth,
the dual ports are able to achieve 82.5% of theoretical band-
width but the quad port device is only able to achieve 70%
of theoretical bandwidth. In comparison our 10G NICs are
able to achieve up to 93.5% (Broadcom(Fibre)) of theoretical
bandwidth.

While a detailed explanation of this drop in throughput effi-
ciency would require finer instrumentation and measurement,
it is likely to be due to an increase in the overheads (e.g.
interrupts, context switching, bus contention) associated with
transferring data over multiple physical links.

3.3.2. Power consumption increases in correlation to the
number of ports: As Table 5 illustrates, the power footprint
of the multiport NICs increases in relation to the number of
ports on the device. Focusing on the Intel single and dual
port NICs (chosen as devices from the same manufacturer are
likely to contain common design elements and be implemented
using similar technology), we notice that the the average active
power5 consumed per port remains approximately the same
(1.8–1.9W) for the single and dual port variations. Further-
more, power consumption actually increases to 3.125W for
the quad port NIC. However, this increase is likely to be due
to the fact that the quad port NIC is manufactured by Silicom
and thus uses a different physical layer implementation to the
single and dual port NICs

While confirmation would require detailed instrumentation
and measurement, power consumption measurements suggest
that there is little or no electronic integration or scalingon the
device. Visual inspection of the NICs and controller datasheets
confirm a single controller but physical power draw seems to
suggest a duplication of functionality (and associated elec-
tronics) in a single packaging. In some cases (e.g. Broadcom
Multiport(2x1G)) the multiport NIC is actually composed of
multiple 1G NICs coupled on the same printed circuit board.
From a technical perspective, the only advantage of using 1G
multiport devices in comparison to single port NICs is the
PCI-Express slot savings efficiency.

3.3.3. 1G NICs Possess Similar NIC Performance Per Watt
Characteristics as 10G NICs: Next, we evaluated the effi-
ciency of the multiport 1G NICs by calculating their efficiency
in terms of NIC performance per watt. Figure 4 provides
the results of this analysis. As illustrated, the relatively low
power consumption and high throughput achieved by the Intel
Multiport(2x1G) NIC ensures it has the highest performance
per watt of the measured set. This is followed closely by
the Intel 1G and then the Solarflare(Base-T). The Broadcom
Multiport(2x1G) and Intel Multiport(2x1G) both have much
lower performance per watt due to their low throughput and
high power draw.

While the NIC performance per watt metric provides a sim-
ple, efficient and abstract mechanism for comparing the power
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Figure 3: 10 Gbps NICS – Server Performance Per Watt

NIC Media
Throughput (Gbps) Active
Theoretical Actual Power (W)

Intel 1G Base-T 2 1.7 1.9
Broadcom Multiport(2x1G) Base-T 4 3.3 7.0
Intel Multiport(2x1G) Base-T 4 3.3 3.6
Intel Multiport(4x1G) Base-T 8 5.7 12.5

Table 5: 1G NICs - Performance And Power Characteristics

efficiency of different NICs it is important to note that practi-
cal factors may influence the range of available choices. For
example, even though the Intel Multiport(2x1G) device has the
best performance per watt, delivering throughput approaching
10 Gbps with this NIC configuration requires a motherboard
with five PCI-Express slots (most only contain one or two).

Similarly, this analysis does not account for host CPU con-
sumed servicing the network. However the per-packet process-
ing overheads associated with multiple slower (compared to
10G) links may lead to inordinately high host CPU require-
ments. For example, we measured the host CPU required to
service the Intel 1G and Intel Multiport(2x1G) links and ex-
trapolated that it would require 1085% and 759% of host CPU
respectively to service throughput equivalent to that provided
by the Solarflare(Base-T). In comparison the Solarflare NIC
only requires 508.3% of host CPU.

In summary while the performance per watt offered by 1G
and 10G NICs is similar, practical issues concerning physical
capacity and the amount of host CPU required to service the
network render the 10G NICs the most sensible choice for the
majority of configurations.

4. Contextualizing Energy Efficiency

In this section we compare the energy efficiency of the NICs in
the test set using an absolute energy efficiency metric. Thisis
useful because it is allows us to objectively compare the over-
all energy consumption of the devices, their relative efficiency
(with respect to each other) and it provides indications as to
the energy efficiency of the devices with respect to theoretical
lower and upper bounds.

Our analysis utilizes the absolute energy efficiency metric
defined by Parker et al. for network energy efficiency [11].
This work defines the logarithmic unit dBE, which allows
comparison across different network technologies and archi-
tectures. Moreover, as it is based on a physical constant the
measure is transparent, transportable and scalable.

While full details on the background, assumptions and de-
sign of the metric are available in the papers that introduces
it [12], [11], we note that the absolute energy efficiency in
dBE is calculated as:

dBǫ = 10log10

(

Power/BitRate

kT ln2

)

(1)

Here, Power is the power consumed in Watts, Bit Rate is
the data rate in bits per second,k is the Boltzmann constant

(1.381 × 10−23 Joules/Kelvin) andT is the absolute temper-
ature in Kelvin.

Table 6 presents the absolute energy efficiency results of
all the NICs in our test set (calculated using a value of 300K
for T ). While the relative absolute efficiency values for the
NICs in the test set loosely mirror performance per watt,
the results show that there is almost an order of magnitude
difference between the absolute energy efficiency of the most
(Solarflare(CX4)) and least (Intel Multiport(4x1G)) efficient
NICs. The results also show that, generally, the 10G NICs and
1G NICs (as a group) have similar absolute energy efficiencies.
However, it is interesting to note that while the 10G NICs
consume more energy, they are approximately 5 times more
energy efficient than the 1G NICs.

Comparing the calculated values in Table 6 with similar
results calculated in the work that defines the metric [11],
we find that per-bit transported, the most efficient 10G NIC
in the test set has an absolute energy efficiency figure that
is 8 times more efficient than the most-efficient CPU they
measured (119.9dBE). Furthermore, we find that, generally,
the 10G NICs in our test set are more efficient (111-118dBE)
than the varying networking and computing equipment tested
by the authors of the metric (115-130dBE).

5. Towards Increased Energy Efficiency

In this section we discuss, based on observed results, how
system designers can ensure maximum efficiency of deployed
systems and speculate on optimisations that would be useful
for increased NIC efficiency.

5.1. Ensuring Deployed Systems Are Efficient

System designers deploying large scale systems should con-
sider the cost of deploying physical media in relation to the
running cost of the NIC over the time span of the deployment.
While common, cheap media such as Base-T has a lower
deployment cost, Section 3.1.1 showed the running cost of
the NIC is higher due to its larger power draw. Designers
should also account for rising or falling trends in energy costs
with time. Finally, designers should also account for the ever-
decreasing cost and power footprint of NICs as the technology
matures as this will influence the running cost of the system
when machines begin to get replaced at the end of their de-
ployment cycle.

As NIC power consumption is approximately constant re-
gardless of load, system designers should design and appropri-
ate the system to maximize link utilization considering other
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NIC Link Rate Absolute Energy
(Gbps) Efficiency (dBE)

Solarflare(CX4) 10 110.1
Solarflare(Fibre) 10 111.1

Intel(CX4) 10 112.8
Broadcom(Fibre) 10 114.1

Intel Multiport(2x1G) 1 115.8
Intel 1G 1 115.9

Solarflare(Base-T) 10 116.0
Intel(Base-T) 10 118.3

Broadcom Multiport(2x1G) 1 118.7
Intel Multiport(4x1G) 1 118.8

Table 6: Absolute Energy Efficiency 1 and 10G NICs
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Figure 4: 1 vs 10 Gbps - Performance-Per-Watt

resources (e.g. CPU or RAM) are not an issue. This leads to
increased NIC power efficiency, which, in turn increases the
overall efficiency of the system. Similarly, utilising all ports on
a multiport NIC results in increased efficiency as the power
cost is ammortized over a larger number of active ports as
explained in Section 3.1.4.

System designers should consider whether throughput re-
quirements are likely to increase with time. If throughput re-
quirements are constant over the duration of the deployment, it
may be more cost efficient to deploy multiport NICs due to the
lower initial purchase cost (an efficient multiport NIC provides
the same performance per watt as a good 10G NIC). However,
if throughput requirements are likely to increase with time, the
practical advantages of a 10G interface (Section 3.3.3) may
result in a cheaper long-term solution.

5.2. Potential NIC Optimisations

Our measured results indicate that there are a number of po-
tential NIC design optimisations that are likely to increase
power efficiency. Section 3.1 showed that the NIC power con-
sumption is approximately the same in idle mode as in active
mode. One area of optimsation lies in reducing idle power
consumption to reduce the energy footprint of an unused NIC.

Similarly, optimising NIC design so power draw increases
in proportion to link utilisation (i.e. a lower transfer bitrate
results in a lower energy consumption) would ensure that the
NIC operates at optimum energy efficiency, regardless of load
(some preliminary work on this issue has already been carried
out by Popa et al. [13]).

Multiport designs benefit from power efficiencies achievable
by electronic integration or scaling, e.g. using a single con-
troller to manage all physical ports. Similarly, system logic to
turn off the channel circuit when a port is disconnected would
result in power savings for multiport NICs that are not in full
use.

6. Related Work

To the best of our knowledge this is the first academic work
that provides detailed measurements and comparative analysis
detailing the power consumption and tradeoffs in modern 1G
and 10G network interface cards over a range of design, man-
ufacturer and physical media types. Previous work, however,

has studied the power consumption of server, desktop and
portable devices in various contexts as outlined below:

Stemm and Katz carried out one of the earliest studies
on characterizing energy consumption in wireless NICs in
hand-helds [14]. Like this work they measured the voltage
and current drop across a small resistor for the purposes of
determining power consumption. They show that the wireless
interface accounts for a large proportion of the total power
used in the hand-helds, and, similar to this work, the idle state
dominates power consumption.

Ebert et al. measure the power consumption of wireless
LAN interfaces for various operational and parameter settings
for non-impaired radio frequency channels using a similar
measurement setup to ours [15]. They derive the energy needed
to transmit one bit of payload and build a simulation model
of the interface, using it to investigate the effect of changing
different operational parameters. Results show control ofthe
power level and data rate adaptation make the biggest impact
on energy efficiency.

Chandra uses the complementary technique of correlating
network activity and published power information to build
a detailed state model that is able to estimate the energy
consumed for any sequence of traffic events [16]. While less
accurate than direct measurement, this approach provides a
simple and straightforward mechanism for estimating interface
power consumption. Similarly, Hiaro et al. create whole sys-
tem state models of the entire machine using published power
consumption information of the major components [17].

Other work has examined the energy cost of the TCP net-
working protocol. Wang and Singh examine node level energy
cost of TCP by measuring the power consumed as data moves
through the networking stack [18]. Their results show that 60
– 70% of the energy cost is accountable in transferring data
between the kernel and the NIC while 15% is due to user-
kernel copy. Only 15% is due to TCP processing cost.

We note that fine-grained power measurement for the pur-
poses of profiling energy consumption is being used to char-
acterize other server components as well. Hylick et al. provide
detailed measurements on disk drive power consumption [19].
Similarly, previous work has also profiled whole system power
consumption [20], [21], [22].

Finally, the IEEE Energy Efficient Ethernet (IEEE standard
802.3az) task force [23] has been working on reducing the
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power consumption of 100 MB, 1G and 10G NICs by specify-
ing mechanisms to put devices into sleep mode, stepping down
link speeds in periods of low link utilisation and reducing
transmit voltage for Base-T interfaces. This is an important de-
velopment that should lead to increased energy efficiency and
would make an excellent basis for a followup study. However,
it will be some time before devices implementing the standard
are commercially available.

7. Conclusions

This paper measured and analysed the power consumption
of six 10 Gbps and four multiport 1 Gbps NICs spanning
a range of design, manufacturer and physical media types.
Our results found that, generally, 10 Gbps NICs consume
between 4.5–20W of power depending on design and physical
transmission media while 1 Gbps NICs consume between 2–
13W. Furthermore, there is very little difference in the power
consumption of an idle or loaded NIC. Higher link speeds
have high host CPU requirements (between 250–500% CPU).
Finally, the work determined that the current generation of
10 Gbps NICs are able to match mature 1 Gbps NICs in
performance per watt energy efficiency.
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Notes
1Any ground pin may be used.
2While an absolutely accurate calculation for power will disregard the

voltage consumed by the resistor (i.e.(V2 − V1) × R), in practice the low
resistance ofR means the power drawn by the resistor is negligible and may
be ignored for the purpose of simplicity

3Calculated using the average commercial US energy price indexfor elec-
tricity [24] as of January 2010

4We assume little or no disk activity as the workload is CPU bound
5Similar to the 10G NICs, active power is only marginally largerthan idle

power for the 1G NICs
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