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Abstract

As the state-of-the-art edges towards Mark Weiser’s vision of ubigsiitamputing (ubi-
comp), we found that we have to revise some previous assumptions abatitysengineer-
ing for this domain. Ubicomp devices have to be networked together to be aldalize
their promise. To communicate securely amongst themselves, they have lsksabret
session keys, but this is a difficult problem when this is done primarily adiorin an ad-
hoc scenario, i.e. without the aid of an infrastructure (such as a Pkd)waen it is assumed
that the devices are resource-constrained and cannot performesoogbculations. Sec-
ondly, when ubicomp devices are carried by users as personal itefingehmanent iden-
tifiers inadvertently allow the users to be tracked, to the detriment of usexqyri Unless
there are deliberate improvements in designing for location privacy, ubicmaviges can
be trivially detected, and linked to individual users, with discomfiting eclades surveil-
lance society. Our findings and contributions are thus as follow. In cerisiglsession key
establishment, we learnt that asymmetric cryptography is not axiomaticallysibfeaand
may in fact be essential, to counter possible attackers, for some of the ampeiationally
capable (and important) devices. We next found existing attacker modelsriadezjuate,
along with existing models of bootstrapping security associations, in ubicora@ddfess
the inadequacies with a contribution which we call: ‘multi-channel securitiopads’, by
leveraging on multiple channels, with different properties, existing in theesaidlonment.
We gained an appreciation of the fact that location privacy is really a mukilpsoblem,
particularly so in ubicomp, where an attacker often may have access teediffayers.
Our contributions in this area are to advance the design for location pteiotroducing a
MAC-layer proposal with stronger unlinkability, and a physical-layeiposal with stronger
unobservability.
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Chapter 1

Introduction

Over a decade ago, Mark Weiser [1952-1999] coined the phragguitdus computing® (henceforth
ubicomp) and outlined a futuristic vision of human-computer interacti®@g|[ in which information
processing is deeply integrated into everyday objects and activities.y, Tagidity has moved closer
towards Weiser's vision. We see deployments of Bluetooth devices, Radgué&mcy Identification
(RFID) tags, Wireless LAN hotspots; widespread adoption of wirelgsspped Personal Digital As-
sistants (PDASs), BlackBerry, and of course, the already true ubiqgitiyeocellphone, which is often
feature-packed. We hardly bat an eyelid when a new class of netivdekece is rolled out in the market
(- consider WLAN-equipped iPods, GPS-equipped cellphones, etc).

A common thread running through these objects is that they are often netivaitelessly, besides
being interwoven into people’s everyday lives. In years to come, madseoniked applications will
transition out of university and industrial labs, and enter mainstreanuptdite. Appliances which are
currently stand-alone are also expected to become networked to otheesdedlso, with increasing
numbers of sensors embedded into the environment, the user can logkddona environment that is
more intelligent and tuned to his individual needs. There is still some gap ttobedcbefore devices
‘disappear’ and blend into the environment such that we are unawdithdlyaare even there, to become
a 'disappearing computer’ (or at least a disappearing piece of informptmcessing silicon). But we
are getting there, in terms of ‘invisibility’ and networking.

However, things can also go seriously wrong. Security can break.dd¥erare not referring to is-
sues such as software bugs or obsolescence; we are referring tmuoséidversaries, who would attack
ubicomp systems having poor security design. Some of the previous seagsitynptions carried over
from the homogeneous wireline network domain, to the ubicomp domain, as sveltartain conser-
vatism regarding likely capabilities of ubicomp devices and attackers, awngrto be erroneous. In
fact, certain ubicomp systems are clearly insecure, as we would shomtheveourse of this disserta-
tion. So we need to address security at many levels: such as at the phirgic@.e. Medium Access

Ipervasive computing is sometimes treated as subtly different fromitdaiglcomputing, but in this dissertation we will
consider them as the same, as according to Satyanarayk6&n [

13



Control or MAC), network, transport, and application (such as in ternusalbility and human-computer
interaction); and in many different dimensions: authentication, confidentialithorization and privacy
(including location privacy). Thinking in terms of these dimensions alsosspsrto differentiate the
channels available in ubicomp according to their properties, and hence aptimeiz use. The thesis
which we put forward, is that ubicomp security on the whole should beak+ated on the basis aful-

tiple levelsandmultiple channels, since these are often all at once exposed in ubicomp, more so than
in a more traditional (wireline) network environment.

We ought to be a little paranoid when designing for security in such a ubicorippement. For
a start, with so many devices in the mix, there is even greater potential fanstonf Confidentiality
in communications between devices, if required, can be assured bypgoorywhich is a well-known
construct. With a lack of an infrastructure (such as a Public Key Infresstre (PKI)) in ubicomp, the
problem of initial secret session key establishment may be solved by glsamme short string and then
performing some cryptography to produce a strong random key, todaetasncrypt communications,
secure against an eavesdropper.

When the work for this PhD began, the prevailing wisdom regarding thefusg/mmetric cryptog-
raphy in pervasive devices was that the computational costs that this Waviddentailed were simply
too heavy for ostensibly lightweight processors in pervasive devicbsda The problem is that this
viewpoint had fallen well behind the continuing improvements in hardwaregtisas attacker sophisti-
cation. One of our contributions in this area is to demonstrate, via an implementhtibthe symmetric
cryptography-based password-authenticated key agreement oficulaa wireless pervasive technol-
ogy, hamely Bluetooth, can be practically attacked. While other researbbee considered that this is
possible, ours is the first such attack implemented in the open literature. $gosa showed, through
prototype implementation, that processors in some pervasive devicesnlgein handphones at least,
could perform asymmetric cryptography without unbearable latenciess, e believe that our re-
search is helping to change the mindset that asymmetric cryptography e@micilable with pervasive
devices. These are described in Chapter 2. Recent standardizatiotowgpdate the security specifi-
cations of Bluetooth, among other wireless technologies, is suggestinguthaewpoint is essentially
correct, and is in step with (if not leading) the march of technology.

Despite their limitations, passwords are still a well-accepted means of authientiog users, are
convenient, and their use may not be a lost cause. If we are to retawgudssfor bootstrapping,
we have explored and developed a scheme to do inter-domain multi-partyglesnaent between two
clients, each belonging to different domains, (mediated by their respelctiviain servers, hence ‘multi-
party’,) by leveraging on identity-based cryptography. Identity-basgpdtography is one of the more
recent advances in cryptography, and we consider that our apptiéationovel use of this, by combin-
ing it with passwords. Inter-domain authentication is an under-reseheacba, even though we perceive
that in the future, clients registered under multiple authentication domains mayweémeed to carry
out transactions with one another. We have proposed a scheme which iseligiitin terms of com-
munication complexity. One of the key issues involved in the use of an idensiyeberyptographic
scheme is the requirement to distribute domain parameters, and hence a Bially tequired at the

14



client side, but in our scheme we are able to design away these requirglmgntst not compromise
security. We achieve the aim of reducing excessive communication comgi@xtycertificate checking
by the clients. The domain servers involved can still do certificate checWedoelieve that our solution
offers some very useful insights for inter-domain identity-based crypfisgc protocols. We cover all
these in Chapter 3.

Assuring that the party which one’s device is forming the security assatiatiih is the correct
party in the first place, was not a fully addressed problem. Even thoogie $nitial work had begun
quite some years before, there have been significant shortcomingsvinyzeolutions, in the lack of
appreciation of the potential of multiple channels and their properties. Tvenealso inadequacies in
the previous attacker models, when the problem is specified to the per@asivputing environment.
We are some of the first to develop new ways of describing and solvingriteem, suited to the said
operating environment. We call this: ‘multi-channel security protocols’indiicated by the name, we
make use of the different types of channels available. In particularytipeey of authenticity in some of
the auxiliary channels available in ubicomp allows a strong security assodiatmnbootstrapped, one
which is resistant to passive and attackers, including active attackersamcarry out a collision attack
to brute-force hash codes or key fingerprints. Our protocols allow ds tway with password use, and
the attendant problem of human memorability. We propose that the explicitdeoason of channel
properties, hitherto often considered as an afterthought, offers nfemigy én the design of security
protocols. Our contribution is also in the proposal and analysis of speeéiare multi-channel two-
party (in Chapter 4) and multi-party key agreement (in Chapter 5) prottioemsselves, in addition to
the multi-channel protocol design viewpoint (Chapter 4), whose utility mésnekbeyond ubicomp. We
feel that the ‘multi-channel protocols’ would influence the field of proteesearch, and be a fertile area.
It can be seen that the research community is just beginning to analyzechleittee set of problems.

So far, we have covered mainly issues of secret key establishment. ekraotba which we have
considered in the dissertation, is privacy, in particular, location privaleg ubicomp vision has this one
other angle to it: the preponderance of sensing devices, networkeehameddded in the environment,
unfortunately, is beginning to reek of a surveillance society. The daadgkat an adversary who con-
trols a portion of these sensing devices (or the database of movemematifom which these devices
write back to) can track an unsuspecting human subject as he goesh&bbusiness. This is an im-
portant technical problem to address, the outcomes of which can hgdskety open and free. The
use of temporary pseudonyms has been proposed by other ressaestitehas even seen deployment
in today’s GSM cellular communications. For the pervasive wireless tectynabBluetooth, whose
devices are currently highly track-able due to each device’s use ofmaapent MAC layer identifier,
several researchers have proposed location privacy solutions.cddtribution is to propose a more
refined pseudonym-based solution, with stronger unlinkability, which etatins pairwise statefulness.
We make use of simple primitives — hash functions, which are certainly lightweighigh. We have
enumerated all the location privacy vulnerabilities in Bluetooth, and alsolsetather technical and
policy mechanisms to secure these. This work is covered in Chapter 6. fds@grchers in pervasive
computing privacy have concentrated on RFID devices, which aregsotwg- and memory-constrained
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dumb tags for supply chain and inventorizing purposes, while we haweoho address the rather ne-
glected space of ad-hoc short-range wireless connectivity techntlpiied by Bluetooth. It is worth
noting that Bluetooth devices have proliferated in their millions and have entesestream life, and as
mentioned earlier, new versions of the Bluetooth specifications are bespgned to get things right the
next time round. We believe our location privacy work would contribute todfit (as our work 201]
has been cited by a number of publications).

It is sometimes easy to be lulled into believing that the location privacy probleamarfeless tech-
nology can be completely solved once the conspicuous problems at, sayAthdayer, are solved.
However, it has been suggested by others, and we concur herét, ihahportant to appreciate that
location privacy is actually a multi-layer problem. Solving the problem at hi¢dngars does not au-
tomatically address the problems at the other layers; each layer must edsewlividually and also
de-linked with respect to one another. We highlight in particular the vubiléyaat the lowest layer.
In our thread of work, we consider the leakage of location information \@aldlvest (i.e. physical)
layer itself, to a passive adversary, who can localize the position of anatimg@ source by means of
direction-finding. For the wireless technology of wireless LAN, in the outdgwironment, we show
from simulations that it is possible to reduce the observability of signals froan snobile device to
unintended parties. We parameterized the problem, and proposed a sbhaiuh on adaptive beam-
forming, leveraging on the advent of multiple antenna found in new genesatioradio hardware. We
believe that ours is one of the earliest proposals of using multiple antenna tovienpcation privacy
in the civilian domain. One of our contributions is to construct an evaluateimédwork to analyze the
security offered by our proposed solution, and actually compare itlsiesde with the status quo so-
lution. This framework is flexible, and could be extended to consider otlatitm-privacy-enhancing
schemes. The work is described in Chapter 7. We believe our work witiueage other researchers to
look more closely at the problem of observability and thence location gragihe physical layer.

In terms of joint work, | have learnt much from working with other resbars. The papers which |
have written during the course of the PhD programme are often the refailttofiork with collaborators.
A list of these refereed papers is provided below.

[205 Ford-Long Wong, Frank Stajano and Jolyon Clulow. “Repairing the ®loth Pairing Protocol”.
In “Proceedings of the 13th International Workshop in Security ProtcGEmbridge, UK, Apr
2005.

[199 Ford Long Wong and Hoon Wei Lim. “Identity-Based and Inter-Domaiss®ard Authenticated
Key Exchange for Lightweight Clients”. In “Proceedings of the 3rd EElBternational Sympo-
sium on Security in Networks and Distributed Systems”, Niagara Falls, Gahaly 2007.

[202 Ford-Long Wong and Frank Stajano. “Multi-channel Protocols”. Rrdceedings of the 13th
International Workshop in Security Protocols”, Cambridge, UK, Apr2200
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[203 Ford-Long Wong and Frank Stajano. “Multi-channel Protocols fooprKey Agreement in Ar-
bitrary Topologies”. In “Proceedings of 3rd IEEE International Wdrép on Pervasive Computing
and Communication Security (PerSec 2006)”, Pisa, Italy, March 2006.

[204 Ford Long Wong and Frank Stajano. “Multichannel Security Protocol&S.appear inEEE
Pervasive Computing, Special Issue on Security & Priy&mt-Dec 2007.

[20]] Ford-Long Wong and Frank Stajano. “Location Privacy in Bluetoothi'.Refik Molva, Gene
Tsudik and Dirk Westhoff (eds.), “Proceedings of 2nd Europearkg¥mp on Security and Privacy
in Ad hoc and Sensor Networks”, vol. 3813laécture Notes in Computer Sciengpg. 176—-188.
Springer-Verlag, Visegrad, Hungary, July 2005.

[20Q Ford Long Wong, Min Lin, Shishir Nagaraja, lan Wassell and Frania8ta “Evaluation Frame-
work of Location Privacy of Wireless Mobile Systems with Arbitrary Bearttéta”. In “Proceed-
ings of 5th Conference on Communications Networks and Services RRSd&EE, Fredericton,
New Brunswick, May 2007.

[209 is described in Chapter 2. Frank Stajano provided much instructions atage to shepherd
this paper into its final form. Jolyon Clulow made an important contribution bytsyoan error in our
earlier version of the protocol fix, which was corrected for the finasian.

[199 is covered in Chapter 3. Hoon Wei Lim, my collaborator, provided the initedidf combining
secret public keys with identity-based cryptography in an earlier woskigfjested applying this to the
multi-party inter-domain setting. For the development, refinement, securitysasayd performance
analysis, both authors contributed equally.

[207 is covered in Chapter 4. The analyses, example and protocol pis@ysamy contributions.
Frank made important contributions in generalizing the consideration into tree$slifferent channels
having different properties (hence the term ‘Multi-channel’), highligiptihe shortcomings in current
protocol design. Frank also revised the original draft, so that pssie improvements over existing
protocols could be more easily understood by the readers.

[203 is described in Chapter 5. The analyses and protocol proposals avweorky Frank helped
proof-read it and made editorial recommendations to present the protdegment in a more intuitive
and smoother way.

Likewise, for 204, which would be published in the fourth quarter of 2007, and covelgesti
matter described in Chapters 4 and 5, Frank has made significant controimti@fining the presentation
so as to make it suit better the broad readership of the publication in queBtieprotocol improvements
in [204], over those in202 and [203 were my work, as were the implementations.

[20]] is described in Chapter 6. This is mostly my work. Frank pointed out flawas &saly version
of the stateful pseudonym protocol, and also contributed in the orgamzaiwwriting of the paper.

[20Q is the article for me which involves the most co-authors. Its contents asredvn Chapter 7.
Each collaborator brings something unique to the joint effort. While | coededf the work, | am in-
debted to Min Lin and Shishir Nagaraja for their contributions to this investigatlimfor providing the
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direction-finding simulation code, and doing the early part of the radio simulgt®ishir for ideas on
improving joint radio-mobility simulation and evaluating mobile location privacy. b @we Frank and
lan Wassell credit for critiques of arguments and assumptions in eardi#ts dproviding proofreading,
sanity-checking and editorial improvements.

The dissertation’s title ‘Protocols and Technologies for Security in Peev&omputing and Com-
munications’ is finally chosen, on the basis of its inclusiveness of the eminteists we intend to cover.
Had we omitted the work on physical layer location privacy in Chapter 7 (wikisalient to our argument
on multi-layer location privacy), the title may have well been shortened toRustocols for Security in
Pervasive Computing’. As the reader would discover, the chaptersbeamforming, which is more of

a technology for communications, rather than a protocol for computing whugtain the current title
for this dissertation.
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Chapter 2

Password-based Device Pairing

2.1 Outline

This chapter discusses the use of password channels and asymmettog@phy in key agreements
between ubiquitous computing devices.

One of the premises in this chapter is that passwords are used over@sidedchannel in ubicomp.
Channels must be used with their specific security properties in mind; thdisgpeoperty of the pass-
word channel is its confidentiality against likely attackers. Itis important suenthat the channels used
are fit for purpose. An argument we want to advance is that passwaagt andshouldnow be used with
asymmetric key agreement methods in ubicomp devices, to resist trivialiggesscks.

We implemented an attack against the otherwise weak symmetric key agreenmendguecused
in a wireless technology which typifies ubicomp, i.e. Bluetooth. We show thadt an attack can be
effectively mounted, and given that it is such a clear threat, asymmetriage@ement methods should
be used, and these are not necessarily prohibitive in terms of resegugieements. We implemented
a stronger key agreement protocol which makes use of asymmetric teeBnmua laptop as well as
on a mobile phone, to ascertain whether the processing delay of computgtmraplex asymmetric
operations is unbearably long; in fact it is not; latencies and usability seeemtain reasonably good.
Thus, another consideration of this chapter is the impact of latencies ingkegraent on the quality
of the user experience. This should be considered up-front, begangasive computing devices often
have constrained processors.

2.2 Related Work

Passwords are a well-known construct in use in security. Here, weocai@mncerned with the problem

of the cracking of a password file, in say, a desktop system, in the camse arhattacker manages to
gain unauthorized access to the system and retrieve a copy of the pa$issvoAn example that comes

to mind is the weak Microsoft Windows LAN Manager hash (also known aBIMAN or LM hash)
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format, which is used to encrypt passwords in termindB8]; this is highly vulnerable to brute-forcing
even if the passwords used are long because the algorithm operatessgropds in 7-character chunks.

We are concerned with a variant of the problem, where passwordssatehy two parties in a
password-authenticated key agreement protocol, and where messademnsmitted over an insecure
network prior to the establishment of the strong key. The messages leatadiss. Intuitively, it had
seemed impossible to be able to use a short secret to do key establishmerducepaostrong key,
such that brute-force search to find the short secret is not pos8ijlelf was said that this intuition
may explain why the first strong password-authenticated key agreemmnotels did not appear until
1989, such as the one by Lomas etH§| which was set in a client-server scenario, where it used the
additional assumption that the client knows the server’s public key bedace

Bellovin and Merritt proposed a class of protocols called Encrypted keh&nge (EKE) in 1992,
which did not require the additional assumption as above. In EKE, the initietogrates an ephemeral
public key, but uses the shared password to encrypt the public keyreBponder decrypts and obtains
the public key, and uses it to send a session key which he generatet® Ilaelknitiator. The idea is that
an attacker who brute-forces the passwords would not be able to distingbat ephemeral public key
was used. And even when the public key was found by the attackernibtha used to learn the session
key since the private key could not be obtained from the public key. HatelKrawczyk B6| presented
a viewpoint, with a formal proof, that such strength (and also, in fact tbpeasty of forward secrecy)
may only be provided by the use of asymmetric cryptography.

The original EKE had not specified the encryption to be used, nor hopetsg@wvord would be exactly
transformed into a key. But the EKE spawned many password-authedtieateagreement protocols.
Many, though not all, in their asymmetric component, are based on Diffie-Helkey agreement. Var-
ious protocols, such SPEKR§], SRP R07], PAK [33], AMP [114], are being proposed to and adopted
by public-key cryptography standardization committees, such as in the PHB&3.2 draft standard.

There were various other password-based protocol proposalsasiby Roe et al1p9 and Chris-
tianson et al. 45], which use the RSA algorithm, ‘confounders’, and neither hashessymmetric
cryptography, and a novel one by Anderson and Lor@gsihich uses ‘collisionful’ [f5] hashes.

However, the way in which passwords are used in Bluetooth today, magithéosbe of the same
generation as in the Windows LANMAN.

2.3 Ubicomp Environment - Lack of an Infrastructure

In ubiquitous computing, devices usually do not have access to a hegiywerastructure, such as a
Public Key Infrastructure (PKI). If such an infrastructure is availakiblen authenticity between ubig-
uitous devices meeting even for the first time would be straightforward. Usrificates issued by a
mutually trusted Certificate Authority, a device can authenticate another désstablishment of a se-
cret session for secure communications between the devices can bguseriiy carried out with the aid
of these digital certificated p], using asymmetric key establishment techniques if necessary.
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In the absence of an infrastructure, there needs to be other mechanibmstitrap the security
association. A landmark work in this area is Stajano and Anderson’s iiResng Duckling [L80, which
proposed a policy model and a contact-based mechanism to share ankegf the contributions in the
work by Stajano and Anderson is the recognition that there needs to Heearative and usable way
of bootstrapping security association between ubiquitous devices witemg infrastructural support.
The suggested way is through physical contact.

Apart from physical contact, which is a secure channel, much the sdew ifachieved through
using passwords on the two clients which are attempting to carry out an to#ted key agreement.

2.4 The Private Channel - Passwords

A password would have been pre-shared through a confidentialfdagral channel. The advantages
of using passwords are clear. Passwords are convenient andr¢hieyuitive to users. Unlike physical
tokens, they are not required to be carried around, except in oeals. (However, the advantage of
passwords in being human-memorably short is also its disadvantage.

Definition 2.1 : Password entropis the uncertainty of an attacker's knowledge of the password, or how
hard it is to guess it. It can be expressed in bits.

n
Entropy ofX = — Z PriX = x| log, Pr[X = x;]
|

whereX is the password and can be thought of as a discrete random variabtaihi@tke on possible
values{xy, X, ,X,}. If the passwords are randomly chosen, then the password entroysiéof
the password space, for example, a random 16-bit numberthgegsible values (i.en = 2%6), and its
entropy would be 16 bits. We use ‘space’ inter-changeably with the ¢ardinality, the latter which is
sometimes encountered in more mathematically oriented literature, to denote ‘therrafralements in
the set’.

Unfortunately, due to reasons of human memorability, not only is the padssparce not large,
[139 209, but also, the chosen passwords are often not random (becartagqasswords have a
higher probability than others of being chosen, such as ‘0000’ or4’1#28 4-digit passwords). Thus,
passwords can be described as low-entropy secrets becauseeaaglean easily carry out a brute-force
attack or a dictionary attack against a password, resulting in the seangtdmmpromised. Passwords
may also described ageak or low-gradesecrets, which carry the same meaning.

Passwords have a long history in security protocol design. Passwondgrise one of the three
pillars of authentication, being ‘what you know’. The other two are ‘biomstrwhat you are’, and
‘tokens: what you have’.

In many information technology applications having access control, pagsaubhentication often
occupies the first line of defence. To access one’s email account, to toga work terminal, to access
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one’s internet banking account, or to withdraw money from an Automatier Tdachine (ATM), the
use of passwords is well-established.

2.4.1 Channel Properties

Before we begin to enumerate properties of the password channel,ld eworthwhile to define our
concept of a&hannel The intended meaning of the word ‘channel’ usually becomes clear in tisydar
context of use. The term is used in many closely related fields, such as gooations, and even radio
spectrum allocation, etc.

Definition 2.2 : A channelrefers to the medium through which information is transmitted from a sender
(or transmitter) to a recipient (or receiver). It can also be thoughtioétionally as a signal path over
which a message passes between two endpoints.

Roughly speaking, we consider each channel as one type of physethlm. In our context, a
1 Mbps capacity channel at 2.4 GHz, and another 1 Mbps capacity ehatrth6 GHz, are the same type
of channels in our viewpoint, in the sense that they are both radio freguwiannels.

Thus, in our usage, one of the central features of the passworchahiznthe property that the
information is transmitted confidentially between the source and destinatiore Braso high integrity
and authenticity with the information transfer. Often, but not always, thésyard channel operates
with a human in the loop, who is manually pressing buttons on a keypad with hisiyers, and guided
by visual feedback. This may sound patently obvious, but stating with éxgss, as a later chapter
would show, is necessary to take into account the implications of differamnels and their properties,
in a pervasive computing environment.

2.4.2 Limitations of Passwords

The particular shortcomings of passwords must be factored into theie usaggecurity protocols. A
misunderstanding of the actual scenario in which security protocol sensuld open up weaknesses.

Thus, besides the low entropy, which predisposes passwords to digtattecks if a security pro-
tocol is badly designed, password use is predicated on the existenceoofidentialchannel. If the
assumption of confidentiality is violated, i.e. an attacker observes the PHdr{gally a numeric pass-
word) which you key into your keypad, then the security protocol will beedted.

Also, despite the ability of most people to reliably remember a small number ofpedsin every-
day life, this ability actually degrades if the number of passwords incrdzsemd manageable sizes.
Thus, password use is often not scalable. Users may use the samenplagdewdifferent accounts — that
is an obvious problem. Or they may use passwords which are only very géightions of their other
passwords.
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As indicated in a previous section, passwords are often not chosen tathiandomness by users.
For numeric PINs, ‘1234’ for example seems to have a high propensity thosen, such that the
password probability is not uniformly distributed, hence the phrase ‘diatjoattack’.

When a certain password is in use unchanged for a long time, its vulnerabiigages because a
series of infrequent password guesses may be occurring in therbaokigand have escaped notice. This
threat requires passwords to be regularly changed. Similarly, an attaekeattempt to mount repeated
in-band guessing attacks within a short space of time. Against this, possilglaces would include
throttling guessing attempts exceeding a threshold within a specified length ting@dagnsuccessful
attempts for subsequent audit, or locking out the account/service wheesadid is reached. All these
do have a negative impact on usability.

Having described these various constraints, we have not even tooohén® technical design of
protocols where passwords are an essential part of. For this, tteepktrace needs to be invulnerable
to a offline dictionary/brute-force password search. We will come asosh a vulnerability clearly in
the next section.

2.5 AWulnerable Symmetric-Key Two-Party Password-Based Key Agree-
ment Protocol

Menezes, van Oorschot and Vanstoh81 gave the following definitions:

Definition 2.3 : Key establishmeris a process or protocol whereby a shared secret becomes available to
two or more parties, for subsequent cryptographic use.

Key establishment may be in turn be broadly subdivided ketptransporandkey agreement

Definition 2.4 : A key agreemenprotocol or mechanism is a key establishment technique in which a
shared secret is derived by two (or more) parties as a function ofhmafiton contributed by, or associ-
ated with, each of these, (ideally) such that no party can predeterminestiiénmg value.

We overview a simple two-party password-based key agreement praised by the existing ubi-
comp technology of Bluetooth. The Bluetooth specificatior® BO; 81] define a short-range cable
replacement wireless technology for ubiquitous devices, such as laptpsnal digital assistants, print-
ers, headsets and other peripherals.

This example illustrates that generating a session key using passworsigametric key agreement
techniques is highly insecure. This fact was kno®6]] However, what we show through our research
and implementation which we conducted, is that the attack is highly practical. W/sladsv that fixing
the flaw is not beyond the capability of certain new hardware with less mres@onstraints than that
envisaged by the original Bluetooth design parameters.
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Bluetooth natively provides authentication and encryption. Authenticatioroigged by a 128-bit
link key, which is a shared secret known to a pair of Bluetooth deviceshwtage previously formed a
pair. The cipher algorithm is EO—a stream cipher whose key can be uBtbitk2ong. The algorithms
(i.e. E1, E»1, Eop, E3) for authentication and for the generation of link and encryption keyslabmsed
on SAFER+ [L31]], here used basically as a hash.

The hash function is a very commonly used primitive in security. It will be weliite to summarize
its properties here.

Definition 2.5 : Minimally, a hash function Hnaps an inpux of arbitrary length into a hash outplt(x)

of fixed length, thusompressiortakes place; anti (x) is easy to compute whenis given. In crypto-
graphic usage, there are other desirable properties (which are dfeenfta granted) for hash functions.
The computation in the forward direction to calcul&iéx) whenx is given is easy, while the reverse
direction is difficult — this property is termeshe-waynesand it also impliepre-image resistanceln

the context of security, calculatingvhenH (x) is given, is called there-image attackA hash function
also needs to have the propertysgicond pre-image resistancgivenx, to find a second pre-imagé
such thatx' # x while H(X') = H(x), is computationally difficult. For the hash function to possess the
property ofcollision-resistancethis means that it is difficult to find two distinct inputs (where there is
free choice of these inputs) which hash to the same output — the attackpmrdeng to this is called the
collision attack obirthday attack

Returning to Bluetooth, its security architecture defines three possibleityemodes for a device
[29; 79]. Mode 1 is non-secure, Mode 2 enforces security at the fine-gtaaevice level and Mode 3
enforces security at the link level.

In the case of Modes 2 and 3, if pairing is turned on, when two Bluetootltekewneet for the first
time, they pair using the following key:

Kint = E22{PIN,BD_ADDRy,RANDs}

whereBD_ADDR, is the 48-bit device address of deviée RANDs is a 128-bit random number
contributed by devic® andPIN is a shared password that the user must generate and then manually
enter into both devices. SBD_ADDRy andRAND; can be read in cleartext by an eavesdropper, while
PIN cannot.
Once two devices share a link key, the following protocol allows them toaréinend derive a new
one, known as a combination kg, which becomes the new link key used from that point onwards.
The devices each produce a random numh&_RANDy or LK_RANDs), mask it by XORing it
with Kinit and send it to the other party. Both parties individually hash each of theamegiom numbers
with the Bluetooth address of the device that generated it, using the algdgthnihe two hashes are
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then XORed to generate the combination key:

Kag = E21(LK_RANDy, BD_ADDRy)
@ E21(LK_RANDs, BD_ADDRg).

The combination link keys calculated by each device after the key agreshmmnt of course be the
same if the procedure is successful. The old link key (eiy@ror a previouag) is then discarded.

Another, less secure kind of link key is the unit k&y;;, used by devices that don’t have the memory
to store a link key for each pairing. The unit key has been generated atiastallation, of the Bluetooth
device, and thereafter seldom changed. The restricted memory devigeegdltiate to use its unit key
as the pairwise link key. It will then mask the unit key by XORing it to Kag: formed earlier and send
it over to the other device.

For authentication, a challenge-response scheme is used. Device #BendhallengdRAND,,
from which Device B must produce the authentication toB&E Sand transmit it to A, based on the
following:

{SRESACO} = E;{Kag, RANDy, BD_ADDRs}

The challenge-response is run bilaterally. If encryption is neededntirgion key is derived from
the link key.

2.5.1 Bluetooth Pairing - Our Implemented Attack

We used a Bluetooth protocol analyz&d[] to obtain a trace of Bluetooth transmission from the air and
to decode the packets. A picture of the device is shown in Fig. 2.1. We edptaices of transmissions
from commercial Bluetooth devices such as handphones, PDAs, lagtopsThe packets bearing the
required pairing, key formation and authentication processes, as shéwq 2.2, were analyzed.

We wrote a program that parsed the captured traces and extractedetrmtrgarameters as they
appeared in the transmissions. The trace contains the device addifessaadom numbers exchanged,
the challenge and response tokens and all other relevant parameters pifotocol run. Using these,
we carried out a kind of dictionary attack (trying first the “easy” PINstsas those made of repeated
or sequential digits) and then, where necessary, a full brute foeretsef the small PIN space. The
user interfaces of many Bluetooth devices further restrict the set oacieas that may be used in the
PIN. For handphones, this set is often just 0 to 9. For each PIN wecfirspputed theK,i;. Then,
using the observed intermediate parameters, we computed the combinatiomdlaaytlaentication token
SRES Both the key agreement using the combination key and the key transpagtthe unit key
can be successfully attacked. If the trace showed that a unit key leadused instead, the number of
intermediate parameters is even fewer. Guessing a correct PIN resul&RE S/alue identical to the
one observed in the trace. Thus, we can infer from matcB8iRg Svalues that a correct PIN has been
found, with high probability.
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Figure 2.1: Bluetooth Protocol Analyzer used
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Figure 2.2: Protocol Analyzer Capture of Bluetooth Key Agreement

26



2.5.2 Performance of Attack

The attack program was a prototype and had not been optimised for. sBeeding it on a 1.2 GHz
Pentium Il laptop gave the following timing results (for randomly chosen Ptfi€ourse—the ones
subject to pseudo-dictionary attack could be cracked instantaneol&lig.that cracking combination
keys require more calls tB,; compared to cracking unit keys. Even with our non-optimised program,
4-digit PINs can be broken instantaneously, 6-digit PINs take less thanwte and 8-digit PINs can be
cracked in less than an hour (Fig. 2.3). This is due to the very small size &bhspace.

Type of key No. of digits | Time taken
Unit key 0.15s
15s

25 mins
0.27 s
25s

42 mins

Combination key

OO~ OO~

Figure 2.3: Time to Crack Bluetooth PIN

We have found the unit key used in some models of Bluetooth-equipped.PB&mentioned in
[10Q and elsewhere, once the unit key is discovered, the attacker caafteefecely impersonate the
device in its interactions with any other device. Fortunately, we found tHataat the unit key was not
set to the same string from device to device for the manufacturer’s partlméaof products. The unit
key is deprecated from version 1.2 onwards of the Bluetooth specifid@dhn

The only current practical obstacle to widespread replication of the atesdribed here is that not
every would-be eavesdropper will have easy access to a Bluetodticpranalyzer & 3000 GBP),
which we have used. We predicte®0f in 2005 that enterprising hackers could in time figure out
ways to use cheap standard Bluetooth modules to access the basebaulitdzyly, without requiring
expensive debugging and diagnostic tools. In 2007, some progress ulirgction has been made by
one researcher, whereby he was able to flash the firmware, andecti@®luetooth device address
of a Bluetooth dongle of a particular model by a particular venddg] It was suggested that further
development could indeed turn a cheaply available commercial Bluetoothedatmg a sniffer, without
needing to obtain an expensive specialized Bluetooth protocol anatgaking the entry barrier for an
eavesdropping Bluetooth hacker very low indeed.

2.5.3 Re-Keying as a Short-Term Remedy

Although the protocol is broken by an attacker who eavesdrops on theskablishment phase, within
its constraints of avoiding public key cryptography it is not an overly wadign. If the attacker misses
the initial key establishment, this attack cannot work. Moreover, as disduesPart C, Section 3.4
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of Version 1.1 9] and Vol 2, Section 4.2.3 of Version 1.8(] of the specification, Bluetooth already
supports renewal of the link key. An attacker who knows the previouskiaykand eavesdrops on the
link key renewal exchange can trivially discover the new key, but if hesesighat exchange then the
two devices are safe from further eavesdropping, unless theyrssctubootstrapping a new link key
from the weak PIN. This is a good security feature but unfortunately iansly exploited in current
commercial Bluetooth devices. Change of link key is cheap for the usaubedt does not involve
typing a PIN; yet most devices do not offer the option.

As a concrete example, we can propose that the initiator, Device A senmlamanumbeiRa to
Device B, and both devices then calculate a new link Kgy as follows (conveniently re-using the
existingEy; algorithm in Bluetooth):

Kag = E21(Ra,BD_ADDRy)
D E21<KABy BDADDRB).

After this new link keyK, is calculated, a bilateral challenge-response (generating an authentica-
tion token,SRE Seach time) would be carried out to confirm to both devices that the other pasty
successfully updated to the same link key.

We do propose that manufacturers provide users with the ability to initiate lyklkenge on their
paired devices whenever they wish and we further recommend thatexsgrsse this option often. In
fact, this is conceivably very simple to implement, and can be set by policy sw/tiga two previously
paired devices launch any successive communication session with eachtogly would simply run the
link key change protocol transparently from the users, at the endichwihe copies of the pairwise link
key on the two devices would be updated accordingly. Frequent cludhig& key forces an attacker to
be continually present when the two target devices are communicating.

For resistance against an attacker who could be continually presentidiink key is changed, then
there would be a compelling case to calculate the initial key via asymmetric techpanetperhaps to
even further re-key via asymmetric techniques; these are not yet segpo the current specification
though. Frequent change of link key would also mitigate the risks of BaBidaam-Keller-style encryp-
tion key replay attacks raised by Ritvanen and Nybé&®sf]. Fixes to the Bluetooth cipher algorithm
and encryption key derivation are however, beyond our scope.

After our work [205 was presented at a workshop, another pap@g|[appeared, which performed
a similar attack to the one described in Sections 2.1 and 2.2. The computati@haggbeir further
optimized attack seemed to be of the same order as ours. An attack suggdhkegdoaper is to force
repeated Bluetooth pairing of devices which have already been pairag g exploit the existing vulner-
ability to offline guessing. However, there was no actual demonstrationsofising actual commercial
devices, so we are unable to conclude if the attack is indeed feasible.

Vaudenay also suggested re-keying as alf8d], which post-dated our paper. He provided a security
proof of the security of re-keying.
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We note that the authors afT2 189, 205 all use the term ‘repairing’, but to mean slightly different
things! We R09 used it to refer to rectifying and strengthening a broken protocol, &hak al L77
used it to refer to an attack to fool already-paired devices into initiating apassword-authenticated
protocol run, and Vaudenag 89 used it to refer to renewal of the link key — the last of which of course
is the very topic of this sub-section.

2.6 Secure Asymmetric-Key Two-Party Password-Based Key Agreement
Protocols

2.6.1 Required Security Properties

After ascertaining the practical vulnerability of the Bluetooth pairing prdtose attempted to repair
it. The first goal was to establish a strong, eavesdropper-resistarécskey between the two paired
devices. We found it difficult to do this within the thrifty constraints chosenhgyBluetooth designers,
so we had to resort to asymmetric cryptography, in particular to the Diffibvtda key agreement. We
sought to make this exchange resistant against active man-in-the-middksatar this we turned to
the vast literature on Encrypted Key Exchang$] and derivatives.

Let us outline the basic security propertid87] required of the replacement protocol. It is worth-
while to define these before using, because different authors hawetiszes subtly different meanings
for their usage of the terms, which they could not agree ug@nGhapter 2].

Definition 2.6 : An authenticated key establishment protocol is a key establishment prratoich pro-
videskey authenticatiotidefined below).

Definition 2.7 : Key authenticatiofis the property whereby one party is assured that no other party aside
from a specifically identified second party (and possibly additional idedtifiested parties) may gain
access to a particular secret key.

Definition 2.8 : A protocol is said to havperfect forward secrecy the compromise of long-term keys
(i.e. passwords in this case) does not compromise past session keys.

Definition 2.9 : A protocol is said to be vulnerable tokmown-keyattack if the compromise of past
(resp. future) session keys allows an adversary to compromise fudsge past) session keys, or imper-
sonation. We require a protocol to be invulnerable to this. The propertgdsametimes referred to as
key independence

Definition 2.10 : Resistance to offline guessing attaskhe property possessed by a password-based
protocol if a guessing attack against the password by an adversargtcucceed with more than negli-
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gible probability.

The script of a successful protocol run is usually assumed to be madalde to such an adversary
for an offline guessing attack. Resistance to offline guessing attack iy dwelamental security re-
quirement for password-based security protocols; the attguksisiveand cannot be detected online.

Definition 2.11 : Resistance to online guessing attaskhe property possessed by a password-based
protocol if a guessing attack against the password by an adversaris\ah active participant in a pro-
tocol run cannot succeed with more than negligible probability.

It is normally the responsibility of higher layers to set policy and put in placehaugisms to trigger
an alert if an online guessing attack by suchaativeadversary is detected. For example, the number of
failed key establishment attempts can be tracked and a threshold set,deédaem is set off, to indicate
that an in-progress online guessing attack is suspected.

The success probabilities of the offline and online guessing attacks migthnditierent things. For
the offline attack, success means being able to conduct a large enaugh sganning the whole range
of possible guesses, and being able to verify the correct guesstatainscorded transcript of the pro-
tocol run. The attack is usually defeated because the space is too laggedmputationally tractable for
a probabilistic polynomial-time adversary, and/or the guess cannot beedeauifiquely. For the online
attack, success for the adversary means being able to participate in egbroto and fool the victim
into believing that the latter is communicating with a legitimate party. The attack is uswddatdd if
the attacker can be forced into making a one-shot random guess.

Other preferences for the protocol include efficiency measuresasicliv computational complexity
and low message complexity.

We believe that asymmetric cryptography may be used to strengthen the paoosss, without in-
curring prohibitive performance degradation. To validate the feasibilitlge@&pproach, we implemented
a single-machine simulation of the whole algorithm (with a single thread perforafiitige calculations
that the two parties would in turn perform during a run of the protocol) aagarted it to a Bluetooth
handphone. In our implementation, we are not performing the protocolrad®, because the API of
the phone does not allow us to modify the Bluetooth stack, but we demonstathéhprocessor in a
modern handphone can perform the protocol with no prohibitive penatgrins of time or energy.

In the Bluetooth protocol, the eavesdropper may brute-force the PliNeoéfhd learn the session key.
To defend against that type of attack, we use a variant of EncryptgdEKehange (EKE). Regardless
of the actual PIN, the eavesdropper cannot discover the sessipsike® it is established via Diffie-
Hellman [62]. It is generally accepted that the Diffie-Hellman problem is a hard problegcause
it is related to the hard discrete logarithm problem (DLP). The PIN insteadéad to defeat active
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middleperson attacks and it cannot be brute-forced because the middiepe detected at the first
wrong guess.

We had initially also considered the threat of denial-of-service (DoS)ksttahich fool victim de-
vices into running expensive asymmetric cryptography operations rssgdi8uch attacks may perhaps
be defended against with the use of client cryptographic puz@jek0p]. However, it was felt that the
human operating the device would only activate the key agreement pibtie=® is a partner device in
view, and not otherwise, hence the DoS threat is not significant.

2.6.2 Use of Diffie-Hellman

EKE was introduced in 1992 by Bellovin and Merigq]. Thereafter, there have been a number of sug-
gestions for password based authenticated key-exchange protbcese include the schemes described
in [33; 98 99; 114 207. Many protocols use Diffie-Hellman as a basic building block.

We do have a choice of the domain over which to construct the Diffie-Hellmabl&mn (DHP). We
will now briefly overview the number-theoretic aspects involved.

2.6.2.1 Diffie-Hellman over Multiplicative Groups

Typically, the Diffie-Hellman problem is set in a (multiplicatively written) finite cycjooupG of order
nwith a generatog. As a more concrete approach, it is possible to think afs the multiplicative group

Zy of orderp— 1, in whichpis prime, where the group operation is performed as multiplication modulo
p L. We use the following definitions from Menezes et¥37].

Definition 2.12: The Diffie-Hellman Problem (DHP)is the following: given a prime, a generatog
of Z;, and elementg? (mod p) andg® (mod p), find g (mod p).

The DHP is closely related to the discrete logarithm problem, though not prexactly equiva-
lent [132 175. The security of the Diffie-Hellman key exchange is based on the intréityatf the
discrete logarithm problem whamis sufficiently large.

Definition 2.13: The Discrete Logarithm Problem (DLP) is the following: given a primye generator
gof Z¥, and an elemerfl € Z, find the integex, 0 < x < p— 2, such thag* = 8 (mod p).

1The set of integer§---,—2,-1,0,1,2,--- } is denoted by the symbdl. The integers modulo, denoted by, is the set of
(equivalence classes of) integéfs 1,2, --- ,n— 1}. The multiplicative group of., is denoted byZ;, = {i € Zn|gcd(i,n) = 1}.
In particular, ifnis prime, therZ, = {i|1 <i < n—-1}.

2|n fact, there is the Computational DHP and there is the Decisional DHFD&bisional Diffie-Hellman assumption states
that it is difficult to distinguish between the two probability distributiog’ ¢°, g2?) and 2, g°, o¢), whereg€ is also an element
of the group, and this is a stronger assumption on computational hartiraesthe Decisional Diffie-Hellman assumption. But
we would not need to get that precise in this dissertation, because we bewmdinly referring to the Computational variant.
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The discrete logarithm problem subgroupf Z, has attracted attention, due to its perceived diffi-
culty. Itis used in, for example, the NIST Digital Signature Algorithm, amongisth

2.6.2.2 Diffie-Hellman over Elliptic Curve Groups

In order to mitigate the overall cost of the algorithm, instead of basing the asyiorkey agreement
on the Discrete Logarithm Problem in a multiplicative group of a prime field (wdvdthis a traditional
discrete logarithm system or a subgroup discrete logarithm system), weaonaigler it advantageous
to base it on the Elliptic Curve Discrete Logarithm Problem (ECDLP). Thea@is#liptic curves in
cryptography had been proposed independently by Neal Kol pnd Victor S. Miller [14Q in the
mid-1980s.

The algorithms for solving the Discrete Logarithm Problem are classified idexicalculus meth-
ods and collision search methods. The latter have exponential running tidex-talculus methods
run at subexponential time, but these require certain arithmetic propertiespieesent in a group to be
successful. The absence of such properties has led to the lack ohamwpn kndex-calculus attack on
elliptic curve discrete logarithms. The best general-purpose algorithnive the ECDLP has exponen-
tial running time. The current lack of subexponential-time algorithms to solvVE@i2LP, as well as the
development of efficient implementations of elliptic curve arithmetic, are two magores why ECDLP
has become attractive on which to base cryptosystems.

We consider a finite field of| elements, written aB;. An elliptic curveE overFq is defined in
terms of the solutions to an equationlig. We have used elliptic curves over a characteristic 2 field,
Fom for some positive integen. Further details of the choice of the elliptic curve group and the domain
parameters used are given in AppendiXGis a base pointxg, ys) of prime ordem on the curve f(x) is
the reduction polynomial, aral b € Fom. The integeh is the cofactor. Elliptic curve domain parameters
over a characteristic 2 field are a septu@8]{

T=(m, f(x),a,b,G,n,h)

Informally speaking, the relation between the Diffie-Hellman Problem and teer&e Logarithm
problem for the elliptic curve setting is analogous to that for the multiplicative getfior completeness,
we outline these below.

Definition 2.14: The Elliptic Curve Discrete Logarithm Problem (ECDLP) is the following: Edie an
elliptic curve over a finite fieldf; givenP, a point on the curve, and a pok®, which is in the group

generated using, find the integek.

It is generally well-believed that the ECDLP is computationally hard to solehfas large prime
order.
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Definition 2.15: The Elliptic Curve Diffie-Hellman Problem (ECDHP) is the following: LEtbe an
elliptic curve over a finite field?,; givenP, a point on the curve, and the point® andk.P, which are
in the group generated usiiy find the pointj.k.P, wherej andk are integers.

Based on the recommendations of Lenstra and Verligd,| we may choose an elliptic key size
which is equivalent to a symmetric key length of 86 bits (assuming no cryptimpipgress), or equiva-
lent to a symmetric key length of 79 bits (assuming cryptanalytic effectivaimsgses every 18 months,
ie.c= 18 in Definition VI of [122)). Such a length is suggested to be 163 bits. This is roughly equivalent
to 1024 bit length of RSA and DH. Some suggested domain parameters enagiSECG SEC 240,
and they are compliant with or recommended under ANSI X9.62, ANSI X9 P1363, IPSec and
NIST FIPS 186.2, SP 800-56A and SP 800-57.

To get a more practical sense of the security offered, we note that theecest ‘challenges’ to be
solved under the ‘Certicom ECC Challengé7] issued by Certicom Corporation, were the 109-bit chal-
lenges of ECCp-109 (over a prime field, solved in November 2002) ar€PETD9 (over a characteristic
2 field, solved in April 2004). The ECC2-109 effort required 260hpaiters and took 17 months, which
in terms of gross CPU time would be comparable to that of an Athlon XP 3200kingononstop for
about 1200 yeardif]; it was said that to solve 163-bit ECC, that would be ‘one hundred million times
harder’.

2.6.2.3 Implementation

We thus implement a solution which is based on the AMP suite developed by KM8n1[14 115, in
particular AMP+. The password is entangled in such a way that an attaticehas no knowledge of
the password is not able to mount such an active guessing attack, arat tisssame time not able to
compute the shared key formed between two genuine participating partiestfidr advantages of this
scheme include the following: its relatively good efficiency, its simple and staledable structure, it
can be easily generalised, i.e. to elliptic curve (EC) groups, and a seprodyis provided.

The protocol may be sketched as follows. The participants share a \asakw@rd®. They hash the
password with the parties’ identifiers (ie. their device addresses) tupedtie password hashwhich
is then multiplied withG, the common base point of the elliptic curve, to produceAlice sends her
ephemeral public keg.ra 1. Both Bob and Alice hash their identifiers with Alice’s public key to obtain
e;. Bob multiplies Alice’s public key by, adds it toV, and multiplies this with Bob’s private kay.
This result is Bob’s password-entangled public Key, Bob send€)g to Alice. Both parties would hash
both of their identifiers and both parties’ public keys together to olgairlice computesy, using her
secret key a, the password hash) and the values af; ande, computed earlier. After obtaining, and
using Bob’s password-entangled public K@y, Alice is able to calculatérp + €;).rg.G and derive the
shared key. Over at Bob’s end, he knokgs and using Alice’s public kefda and the value o& he

1Analogous to the case of multiplicative groups in finite fields, wharandg» would be the private and public keys
respectively, likewise for the EC case, givenfinding G.rp is easy, while giverts.r a finding ra is hard.
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has computed, Bob would likewise be able to calculatet e;).rg.G and derive the shared key. The
resulting protocol is shown in Fig. 2.4.

# Alice Bob
s=Ho(la,lg,P) s=Ho(la,lg,P)
V=Gs V=0G.s
Chooses randoimmy
Qa=Gurp
1 &,
e1 = Hi(la,18,Qa) e1 = Hi(la,18,Qa)

Chooses randomg
Qe = (Qae1+V).rg

2 QB
LS
€ = Ha(Ia,Ig,Qa,QB) € = Ha(Ia, Ig,Qa, QB)
w=(rae1+9) (ra+e)
K= Hg(h.QB.Q)) K' = H3(h.(QA+G.e2).rB)
M1 = Ha(la, 18, Qa, Qs,K)
My
3 —
Mg_ = H4(IA7 IBv QAv QB> K/)
Verifies My = M}
Mz = Hs(la, 18, Qa, Qg,K’)
4 Mz

Mlz = H5(|A7 I, Qa, Qs, K)
Verifies My = M)

Figure 2.4: Password-based Key Agreement (based on AMP+)

The security of the AMP family as secure authenticated key exchangeplotmas been asserted by
a formal proof L13 (with the caveats of security proof$1Q).

By inspecting the structure of the protocol, it can be seen that a passigsed¥opper would not able
to compute the shared session key, unless he knows ejtloerg. This is the Diffie-Hellman number-
theoretic problem considered hard. An active adversary, Eve, mayatte carry out a protocol run
(either full or partial) so as to obtain a trace to conduct a password @eigssr online or offline). She
does not have a high chance of success. If Eve attempts to masquerlileeashe has one chance at
correctly guessing the password hasbo as to calculate the corréCiand subsequently send the correct
M to Bob. If she fails at one try, Bob will abort the protocol run withoutaang more than one wrong
guess. If Eve attempts to masquerade as Bob, and she contributes arpasstangled public key while
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not knowing the password hasheven if she manages to collect B sent by Alice, Eve would need
to solve the Diffie-Hellman problem to recover the correspondithat would produce the sanié
solution which Alice has calculated.

Perfect forward secrecy in the protocol is provided through Diffedhidan, so an adversary is not
able to calculate past session keys after knovdny s. By the same token, there is resistance to the
known-key attack, in which an adversary may attempt to attack the passwargrevious session key,
after knowing a session key (and also, there is resistance to the relatathp&acco attadi{60]).

The protocol resists the two-for-one guessing attd@g[ by an adversary which masquerades as
Bob. The idea behind this attack is that an attacker can validate two pasgwesses on one connection
attempt. Earlier versions of AMP and SRED[/] were vulnerable to this slight deficiency. The improved
AMP version resists this by doing a EC multiply (or exponentiation in discreteritbga notation) of
Qa by e; to obtainQg, which breaks the symmetry which would otherwise exist betw@grandV.
Many-for-many guessing attacks, first raised by Kwaaq, particularly affect three-pass protocols.
We do not think that many-for-many guessing attacks are too risky féwoaddevices though, since it
is not expected at present that the devices would participate in more thagle gassword-based key
agreement run at any one time. We however choose to use a fourrpsEsoh and not a three-pass one,
even if the latter is more efficient, in case of future feature creep wheteadievices become more
powerful and get called upon to behave more like server-type machipgs<ing multiple connection
instances.

2.6.3 Key Derivation and Key Confirmation
2.6.3.1 Key Derivation

As recommended by IEEE 1363 Standard Specifications for Public Kgyt@yyaphy 95|, akey deriva-
tion functionis used because the output from an elliptic curve secret value derigiipmay not always
be appropriate to use directly as a session key, due to possible bias in sitsrgts. A key derivation
function based on some hash function will be able to utilize more effectivelgrtiee entropy of the
secret value. The hash also helps resist a known-key attack. Thaetooh is used to provide resistance
to attacks like small subgroup attacks.

K= H3(h.(rA + ez).rB.G)

1The Denning-Sacco attack is an attack where the adversary compsargsssion key from an eavesdropped session and
uses the key to impersonate a user directly, as described in the p@hergainst the original Needham-Schroeder symmetric
key protocol L145. Timestamps were proposed as a defence against the attack, bytimgweplays of a compromised session.
The Denning-Sacco attack is sometimes also used to encompass thguambseounting of a dictionary attack against the
password after a session key is compromised this way.
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2.6.3.2 Key Confirmation

Definition 2.16: Key confirmatioris the property (or process) whereby one party is assured thatadseco
party actually has possession of a particular secret k&Y

Key confirmation usually involves one party receiving a message frorthanparty, containing evi-
dence that the latter possesses the secret key. In practice, thespwssés secret key may be demon-
strated by either showing a hash of the key, the use of the key in a kegbdurection, or encryption
using the key.

In our case, we carry out a key confirmation procedure to ascertaiththparties know the password
Sand have established the same sharedkdyis bilateral. Including the identifiers of both parties adds
explicitness and more defence-in-depth. The key confirmation funchigrmdHs are hash functions.
They may be differentiated by having different short strings pre-atmated with their other hash inputs.

For subsequent mutual authentication between the pair of devices afgenabe established and
confirmed the shared key, they may use the bilateral challenge-resgtepsesimilar to what is in Blue-
tooth’s pre-existing specification. We use challenge-response wittomamences then instead of run-
ning the earlier key confirmation function again because freshnes®aistince to replay attacks would
then be necessary.

2.6.4 Implementation Results

We developed a demonstration program which implemented the entire keyregriegrotocol run de-
scribed above. A 163-bit binary curve is used for the elliptic-curvgtagystem. The hash function
used is SHA-1. Due to the difficulties of integrating this functionality described by the prdtodo
commercial Bluetooth devices, as changes are required at the badebelnaf Bluetooth’s protocol
stack, we have not proceeded to implement this in a pair of Bluetooth demonsigaices.

2.6.4.1 Performance - Laptop

The unoptimized simulation runs over a 1.2 GHz Pentium M laptop. Our progsaah noutines from
the Shamus MIRACL126| cryptographic library to do the elliptic curve operations. On averageok to
3 milliseconds to perform an elliptic curve multiply operation (the most expessidge operation). As
an upper bound, we consider that each of the computatio@g ahdK’ requires 2 EC multiplies. The
other operations take negligible time with respect to the public-key operafidresentire protocol run
is completed in the order of time taken for 6 EC multiplies, which is 18 milliseconds oplatiorm.

1This choice may be re-evaluated in the light of recent attat®d[though the usages of the hash functions in the protocol
do not require random collision resistand21].
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2.6.4.2 Performance - Handphone

The software prototype was ported to a commercial handphone, a Nabiavéeh a 104 MHz ARM
processor and running the Symbian operating sys&#h [The timing results proved that this phone
can run the protocol without any speed problems. An EC multiply of the saerdook merely 80
milliseconds. Thus, ignoring communication delays, all the computations of tlie protocol run may

be completed in around half a secondVI€an be assumed to have been pre-computed, there is a saving
of 80 milliseconds. Note that these public key operations, while intensieegray required for key
agreement, which is usually done once-off between a pair of devices.

(a) Console App on Phone (b) Public-Key Protocol Run on Phone

Figure 2.5: Application on Symbian OS Nokia Phone

Having validated the protocol with a prototype implementation on actual hanéptardware, we
suggest that asymmetric cryptography should no longer be axiomaticaflideoed taboo for Bluetooth-
class devices.

2.7 Comments on Provable Security

During these few years, the role of provable security in cryptograpkycbme under particular scrutiny
by the research community, including that by Koblitz and MenezB39,[110, among others. View-
points are sometimes quite polarized in this area. Some of the criticisms agaunstyse@ofs (more
appropriately called security reductionist arguments) include: the parefglifficult to read by non-
specialists in cryptography who are nonetheless interested in applyipiggrgphy, and that the security
proofs are not as rigorously assessed as they ought to be and thypessiyly be incorrect.

To give a very summarized tour of the field, the Dolev and Yao paf@r pesides describing an
all-powerful adversary, also first presented a ‘formal model’ of theeasary, where the cryptographic
properties are often treated as a black-box (favoured by the formabdstommunity), but the model
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sometimes results in the loss of partial information. The computational complexitpagh was de-
veloped soon after, from the work of Goldwasser and Micad],[ from the 1980s. In this model of
security, the adversary is modelled as having polynomial computationalrpdiwe perspective re-
garding their differences is that the formal view enables higher-levetdbgeasoning, allowing even
automated proofs, and is undoubtedly useful for increasingly compgtgrsyg, while the computational
view makes explicit lower-level requirements on the concrete instantiatigmotifcols and primitives,
helping give indications of the exact security parameter (for instangesike) ranges needed]| both
views are useful in their own right of course.

One of the milestones in the latter area is the work by Bellare and Rog&4in fthe 1990s, which
proposed computational complexity considerations for entity authenticationprvided a definition
of adversary capabilities and an associated definition of security. Inlystthey advocated the influ-
ential concepts of ‘matching conversations’ and ‘(random) oraclestlo tletermine whether a mutual
authentication protocol is secure or not.

Bellovin and Merritt's EKE protocolsdb; 26] were later proven secure by Bellare et &2]) who
made aandom oracleassumption. A protocol proven secure in such a proof is describeslrag $ecure
in the random oracle mode2§]. A random oracle is an oracle that responds to every query with @amnand
response chosen uniformly from its output domain. However, it is only agnatical abstraction, often
used to model hash functions (with strong assumptions about these fectiadomness). No real-
world function can implement a random oracle. A protocol can alternatlvelproven secure in the
standard modefi.e. if no such strong randomness assumptions are used). Randdmassgmptions
are sometimes problematic; there are schemes which are proven secureandbm oracle model
but which are known to be insecure when a real-world function is usethaoe pf the random oracle.
Beginning from several years ago, researchers would tend to trpve protocols secure in the standard
model.

In addition to the discussions of Koblitz and MenezZE39 110 Choo et al. 4] have described flaws
in several protocols and their claimed security proofs. They in fact asortbed subtle differences in
some well-accepted proof models for key agreement protocols, including sf the models that we
have mentioned above (such &2;[24]), which shows that the security proofs in the models are not
exactly comparable.

It would seem that asserting and believing a ‘security proof’ for a patomught to be positions
reached only after exercising considerable care. We would also higktighone should not place too
much and unfair expectations on a ‘security proof’. A security prodfgier formal or computational
or others) may, at best, confirm that the specific checked-for wesleseare not present in a proto-
col or mechanism; in other words, the proof can only demonstrate thatshk oé finding particular
weaknesses is negative. A security proof is unable to absolutely prava sgystem is totally secure,
especially against unchecked-for (or, as yet unknown) wea&sgegen though the security claims may
be completely valid against the associated attacker models considered indh¢god not to mention
errors in the development of the mathematical or logical steps themselvesk, lthe existence of a
security proof should not be over-interpreted to imply the positive resattatsystem is totally secure.
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(It should be noted that formal proof techniques have seen quite sanessuin the field of hardware
verification.)

Taking these into account, while we implemented a protocol on a handphenaradlyzing it heuris-
tically, as described earlier in this chapter, we have not closely evaluaestturity proof for correct-
ness, though Kwoni[13 had provided some security proofs for the AMP family of protocols;

2.8 Future Directions

Having established that asymmetric cryptography is affordable for a md@dexdphone, there is still the
problem of simpler peripherals, such as Bluetooth headsets. It woukklid to develop an “asymmetric
protocol”, in which the more powerful device performs most of the computafdmother area that would
need attention, assuming that the old protocol would be supported alotigsidew for compatibility, is
that of safeguards against the classic attack of persuading the devicssthe old less secure protocol
even when they could both use the new one.

The Bluetooth SIG has initiated steps to rectify the security vulnerabilities ofuirertt generation
of Bluetooth devices, and has recently released a consultative whitdB8hén late 2006. This “Simple
Pairing Whitepaper” proposes solutions which are user-friendly aniiwetuand not least of all, secure.
The whitepaper embraces the use of asymmetric cryptography for kegragnt in Bluetooth; this does
validate the research work that we have done in 2004/2005 and hasrébéesn this chapter.

2.9 Summary
Our contributions:

¢ We implemented an actual attack against the Bluetooth PIN-based (or pdgsaged) symmetric-
key device pairing, showing that the attack is quite feasible. Our attackglthknown to be pos-
sible, is the first implemented full attack against commercial Bluetooth devicqsein literature.

e \We proposed a stop-gap measure, namely, for paired devices to odtéepo as to update the link
key, which would provide resistance against an attacker who is not conisty eavesdropping on
them.

e We proposed that eventually password-based asymmetric key agreemedtbe quite essential
to protect against the attack which we have mounted — we then implemented suato@obh
based on elliptic curve groups, on ubicomp devices such as smart pAdwdatency/performance
results are fairly good, showing that ubicomp device computational capabdrgerapidly making
asymmetric cryptography feasible.

It was not unexpected the Bluetooth symmetric-key PIN-based keyragragrotocol is vulnerable
to a brute-force attack once the protocol trace could be sniffed witgléResults indicate that 4-digit
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PINSs (i.e. the ones in the format to which people are most used from th&rierpe with bank cards, car
radios and indeed handphones) can be cracked under a secoggr RdNs cannot be considered secure
either, since our non-optimised attack program cracks 8-digit ones intHassan hour. Even longer
PINs, and especially PINs in which the characters were more varied #nv@uld offer somewhat
better protection; but it is only a matter of time before such incremental improvaememperseded by
faster hardware on the attacker side.

Using asymmetric cryptography may somewhat exceed the design pararbetérsay be said that
the original constraints are simply becoming outdated. There could still, thtwegh legion of smaller
Bluetooth-capable devices with much lesser computational capabilities amy eegerves than a smart
phone. For the new generation of powerful devices (phones, PRA&ps) that are the most likely
custodians of digital data that is worth more protection, stronger authentiedgdiomeans of asymmetric
cryptography, would be beneficial for use with not just Bluetooth, ks @ther pervasive wireless
technologies, and this is becoming practical.
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Chapter 3

Inter-Domain Password-Authenticated
ldentity-Based Key Agreement

3.1 Outline

Further on considering password-authenticated dgvaeng (i.e. the two-party case) which we have
looked at in the previous chapter, we will consider inter-domain passauttienticated key agreement
in this chapter. For this, we consider an approach slightly different fraditional ones; we make use
of recent advances in identity-based cryptography (IBBT) 173. Essentially, we will consider the case
of inter-domain key exchange between pervasive computing devicaghaer input interfaces, so that
passwords can be keyed in by human users, on demand.

Succinctly, the goal of an inter-domain authenticated key exchange prasoto address cross-
domain authentication and key establishment between two users registderdwa distinct authenti-
cation servers. The computations involvednslti-partyin character, unlike in the previous chapter.

As an example, let's suppose that each hospital has its own authenticati@mdander which all its
staff are registered. A medical consultant (i.e. erityworking in HospitalX, visits Hospitaly carrying
a PDA. He speaks to a surgeon (i.e. enBjyn Y, on his way from an operating theatre, carrying a PDA,
and they decide they need to exchange some clinical information quickly.s§vere a path exists for
A to access his own authentication ser8gthroughY’s wireless network. The entities have not naet
priori. They do not know whether the other is registered with an authenticativaersghich their own
authentication server recognizeA. needs to initiate a protocol, which when completed successfully,
would indicate toA thatB is properly registered by a password to his authentication s&yemnd that
S is in fact a server that is recognized and truste@hyand would also result in both parties sharing a
fresh and authenticated session key.

In this chapter, we investigate the potential roles of identity-based crygubgr(IBC) which can
be exploited to overcome some security and usability issues. In particuldd,98extend the recent
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proposal of identity-based secret public keg®-SPK) by Lim and PatersoriP3 to devise an identity-
based four-party password authenticated key exchange (ID-Z&PArodtocol. The concept of identity-
based secret public keys, which was descended from @ordy's work [76] on secret public keys,
combines the use of passwords and identifiers in the IBC setting. Henmerdity-based secret public
key can only be constructed by a party who knows the associated pas3¥epropose a solution which
pays attention to both efficiency and security.

3.2 Related Work

Recent work, such as that by Yeh and S2n(, reminds us of the relevance of inter-domain authentica-
tion protocols. They proposed two four-party password-basedmtithted key establishment protocols,
which are based on key transport and key agreement techniquesctiesly. While the proposals at-
tempt to address issues of inter-domain authentication, they suffer frova kmitations. Firstly, their
proposals were based on the assumption that the users have access resfieetive authentication
servers’ public keys. This implies the need for a public key infrastrud¢tke) to distribute and verify
the servers’ public keys for the clients. This is a significant requiremanstindard password-based
authentication protocols which may be acceptable for certain networkdidatfmms, but less desirable
for lightweight computing environments. Secondly, Yeh and Sun claimed thiafitotocols satisfy the
property of forward secrecy. However, they have not taken theeatitiation servers’ long-term private
keys into consideration. The exposure of an authentication serveggdom private key could trivially
reveal its users’ passwords, and for their KTAP protocol (derfverh the key transport technique),
even past session keys.

Kerberos 146 is another solution to inter-domain password-based authentication. lowsrkfor
its efficiency since it employs symmetric cryptographic techniques. Howgueely symmetric key
management for inter-domain secure communications is non-trivial anccaletbte. In P12, a PKI-
supported initial authentication in Kerberos was proposed to improve thabgity of Kerberos. How-
ever, deployment of PKI at the client side within lightweight environmentsgairg not desirable.

Our proposal of an identity-based password authenticated inter-domyaiagkeement protocol for
lightweight clients pays attention to efficiency as well as security. Ours isrewtat novel applica-
tion of identity-based cryptography. It requires only minimal communicatiordbédth, because IBC
is certificate-free, and small key sizes can be used. Our protocaresqusers to remember only their
respective passwords. It is PKI-free at the client side. It is cadew¢and user-friendly, as the clients do
not have to obtain and verify public key certificates of their respectitieetication servers, nor check
for revocation of certificates of other clients. The domain servers catinu@ to use digital certifi-
cates. While the deployment of an identity-based cryptographic schemseafjgnequires distribution

1A secret public key is no different from a conventional public key gxdeat it is only known among the intended parties.

2In contrast with key agreement (Definition 2.4)key transporiprotocol or mechanism is a key establishment technique
in which one party (or a subset of the participating parties) creates amasieeobtains a secret value, and securely transfers it
to the others(s).
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of system parameters, and thus an infrastructure such as a PKI at thiesddie, is required for the
users to authenticate these parameters, we will show that our protocobmes this requirement, i.e. a
client-side PKI is not required in our protocol.

Unlike other proposals, which do not provide the property of forwacrecy, we show that it is
possible to retain such a property in an inter-domain authenticated keyngeclpaotocol. Thus, the
compromise of a server’s long-term secret does not reveal the as&wprd nor past session keys.

3.3 Security Requirements

Our protocol proposal aims at fulfilling the following security objectives:

e Mutual Authentication : At successful conclusion of a protocol ru#, andA have mutually au-
thenticated each othe®; andB have mutually authenticated each ottgrandSs have mutually
authenticated each other. This is sometimes achieved by means of key ctiofir(raee Section
2.6.3.2).

e Resistance to Offline GuessingAfter a protocol run is made, a passive adversary who observed
the traffic and collected the associated transcript is unable to guess #veopdés) and verify the
guess(es) with non-negligible probability of success.

e Resistance to Online Guessing and Active AttacksAn active adversary is one who can listen to,
modify, delay, re-order, replay and insert traffic. The protocol guieed to resist this adversary,
such that this adversary cannot succeed in online password guasgé® is unable to participate
in a protocol run successfully and fool the participants into believing hddgiimate party, nor
succeed in other man-in-the-middle attacks by decrypting and reading,tvéth non-negligible
probability.

e Forward Secrecy. If a domain server's master secret has been revealed to an agydnsaad-
versary should have only negligible probability of compromising domain Ugasswords or past
session keys.

e \We also do want to defend against an attack whereby a domain serye$z,sattempts either
to impersonate a usé from anotherdomain, to that user's domain sen@i, or to guessA’s
password. We define this malicious insider asemkly honest servert. We will show later that
our protocol addresses this subtle threat. This threat is related to muthahtcation, and active

1Some authors, such as Phan and G|, use the term ‘malicious server’ to denote this. However, we feel thalitious
server’ would be less precise, and over-maligns the narrower typaaufker we have in mind. This is because if an insider
server is totally malicious, such that it would even attempt to impersonaty &nukis insider serverswndomain to any entity
outside that domain, then in fact we do not have protection against itteqgbirmy against this is a ‘non-goal’. Our ‘weakly
honest server’ does not go quite so far in its attacks.
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attacks. (Conversely, a strongly honest server is a completely weli“egiman-malicious server.)

The following is a non-goal:

e We do not address the unusual but not entirely inconceivable scemaereby a domain server,
say S, impersonates a user, sByfrom Sg’s owndomain to another domain serveaj or user
(A) from another domain. Such an attack seems impossible to defend agai(iyt $erver and
a user share a password; and (ii) the server is an intermediary to thgilemneent protocol (and
(ii) there is no prior security association between the two users). We will rifekeeasonable
assumption that a server is honest in this particular respect. (Thusjest san be honest in this
respect, and at the same time be ‘weakly honest’, as described earlier.)

3.4 Identity-Based Cryptography

Identity-based cryptography (IBC) was first introduced by Shatvi@] It is a type of asymmetric key
cryptography in which the public key can be any arbitrary string. Thesptiblic key of a user can be
obtained based on a unique and publicly available identifier — which may besdnis identity or email
address. A trusted authority, called the private key generator (PK@jlidvgenerate the corresponding
private key. This private key would be issued to the user U after thepueees his or her identity to the
trusted authority. The attraction of IBC is that it removes the need for cetfic and allows an identifier
to be associated with the public key to be used for encrypting a messagevétoior many years after
the proposal by Shamid[3, there did not appear to be easy and straightforward ways of denglap
identity-based scheme.

In recent years, after the seminal discovery of a practical andeé@bemtity-based encryption (IBE)
scheme by Boneh and FrankliB]], there has been an increased intensity in research on IBC. Their
scheme uses pairings over elliptic curves.

In what follows, we provide more details of pairings. We also sketch theeBamd Franklin IBE
scheme of31], which will be used in our proposal.

3.4.1 Pairings

Let G; andG» be two groups of ordeg for some large prime, whereG1 is an additive group an@-
denotes a related multiplicative group.pairing in the context of IBC is a functior:"G1 x G1 — G2
with the following properties.

e Bilinear: GivenP,Q,R € G1, we have
éPQ+R)=¢éP Q) -&PR) and
éP+Q,R) =&PR)-&Q,R).
Hence, for anya, b € Z, &@P,bQ) = &@abR Q) = &(P,abQ) = &(aP,Q)® = &P, Q)2".
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e Non-degenerateThere exists & € G4 such thae(P,P) # 1 ande[P,P) € Ga.

e Computablelf P,Q € G1, &P, Q) can be efficiently computed.

For anya € Z andP € G1, we writeaP as the scalar multiplication (or point multiplication) of group
elemen® by integera. Typically, G1 is obtained as a subgroup of the group of points on a suitable elliptic
curve over a finite field(, is obtained from a related finite field, ambbtained from the Weil or Tate
pairing on the curve. Note that a scalar multiplicatafd can be computed very efficiently. However,
the problem of findingabP when givenP, aP andbP, is believed to be intractable, when the curve is
appropriately chosen. This problem is known as the Elliptic Curve Diffigain (ECDH) Problem, as
indicated in the previous chapter.

3.4.2 Boneh-Franklin IBE Scheme

The following four algorithms underpin Boneh and Franklin's IBE sche®ig [

SETUP. Given a security parametkre Z*, the algorithm:

1. specifies two group&; andG» of orderq, and a pairing® G1 x G1 — Gy;
2. chooses an arbitrary generaoe Gy

3. defines four cryptographic hash functiohl,: {0,1}* — Gj, Hz : G5 — {0,1}" for somen,
Hs:{0,1}" x {0,1}" — Zg, andH, : {0,1}" — {0,1}"; and

4. picks a master secret Zg at random and computes the matching public componeskas
The system or public parameters ageG1,G2,é n,P,sRH1,Hy, Hs, Ha).

EXTRACT: This algorithm extracts a private ke (ID) when given an arbitrary identifier string 18
{0,1}*.

ENCRYPT: To encrypta messagec {0,1}" under an identifier ID, the public key used®s =H1(ID).
The algorithm selects a randang {0,1}" and sets = Hs(z, m). The resulting ciphertext is then
setto bec = (U,V,W) = (rP,z& Hz(d"), m® Ha(2)), whereg = & Qip, SP) € Go.

DECRYPT. To decrypt a ciphertexda= (U,V,W) encrypted using the identifier ID, the private key used
issQp € Gj. If U ¢ Gj, reject the ciphertext. The plaintextis then recovered by performing
the following steps:

1. compute/ ®H2(é(sQp,U)) =z
2. computeV @ Ha(z) = m; and
3. setr =Hs(z m), if U # rP, reject the ciphertext, otherwise accepéas the decryption .
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The ETuPand EXTRACT algorithms are run by a PKG within a domain. The IBE scheme is secure
against adaptive chosen ciphertext attacks (IND-ID-CC3{},[provided the Bilinear Diffie-Hellman
Problem is hard.

Definition 3.1: The Bilinear Diffie-Hellman Problem (BDHP) is the following: Givéh kP, IP andmP
in (Gy1,G2,8) for somek, |, me Z;, find &P, P)K™.

As in all identity-based schemes and not just in the Boneh-Franklin IB&nsehall the users within
a domain are assumed to share the same system parametégs(G:eGo, é n, P, sRHy, Hz,H3, Ha). In
the identity-based setting, each PKG must distribute its parameter set to ite gsens. While most of
the components of these parameters can be fixed and made public, aretjinusmo further authenticity
verification, there exists a componesk, which is mathematically tied to the PKG’s master sesrdthe
failure of authenticating a PKG’s parameter set generally could allow altnida-in-the-middle attack;
but we will show that in our protocol, the server’s public component dmg¢sieed to be authenticated
for resisting man-in-the-middle attack.

3.5 Architecture

Here, we describe the architecture and trust hierarchy that we emplay pnaposal. We assume that all
the system parameters used in the Boneh-Franklin IBE schepie:( G2, é n, P,H1,Hz, Hs, Ha)) except
sP are fixed and bootstrapped in the system. All new users/devices amesa be initialized with
these fixed parameters. This allows each authentication server to tran$ynit server-specific value,
i.e. sP, across the network (henceforth, we refer to a public component esvarspecificsP value).
This represents a trade-off between savings in communication costs &raf fexibility in supporting
groups derived from different elliptic curves. The use of diffel@mves and groups to achieve different
levels of security is implementation-dependent, and thus will not be furtheustied here.

Our protocol is based on an architecture of which the trust hierarahsists of three tiers, as shown
in Figure3.1 We now briefly describe the key management aspect of our identitytaaskitecture.

3.5.1 Tier1l

At this tier, there exists a root PKG which owns a public composg®tof which s, is the correspond-
ing master secret. The root PKG issues daily private keys to authenticaticers at tier 2 using the
EXTRACT algorithm of the Boneh-Franklin IBE scheme. These private keys sjporel to public keys
of the formH1 (Sa||date andH;(Sg||date for authentication servelS andSg, respectively.

3.5.2 Tier2

As with a typical identity-based system, an authenticated copy of the rootfRiK{B: componentsP,
is made available to the authentication servBssandSs, beforehand. If authenticity verification of the
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Figure 3.1: Architecture and trust hierarchy.

root PKG public component, and fine-grained (i.e. within the span of a daygcation of the public
keys of Sy andSg are required, then an infrastructure, such as a PKould be clearly necessary at the
domain server tier.

Each domain servéholds a list of the passwords of the users in its respective domain. Thérdoma
servers, i.eSy and Sg, also have another role: they each act as the domain RIBGI[77] in their
own domain, in that they own a master secgtdndsg, respectively) which is used to extract certain
decryption keys during a protocol run. Note that the associated sguadic components argsP and
ssP, respectively.

3.5.3 Tier3

At the bottom tier, each user holds a password which he shares with hisrdeeraer. The way a
password is defined and derived will be explained in Section 3.6.

3.6 Proposed Protocol

In our identity-based setting, a usarholds a low-entropy secret, the passw&\d, and her authen-
tication serverSy holds the matching imageW, [A], as defined in22). In our protocol, we assume
PWg, [A] = PWh, although they may be different in actual protocol implementations. We thethese
transformed password as = Hi(A||Sa||PWa), whereH; is a full-domain hash function fronf0, 1}*

1standard revocation techniques such as Certificate Revocation Lists{@Ri.Online Certificate Status Protocol (OCSP)

can be adopted in the identity-based setting.
2We will refer to ‘domain servers’ and ‘authentication servers’ intengfeably.
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{XP+ AP}, S0P Encs; (A, B, Sa, S3.axRbyRna, ng) Engs(B,Sg,rs)
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ENGi(A Sa,ra) Ha(B,A, Sg, S, byRaxPng,na) MAC (B, A, S, S, byRaxyP)
(6) bxyR
MAC;, (A, B, S, Ss,axR bxyP)
H4(Bs A S, S, bPaP, KAB)

Figure 3.2: ID-4-PAKE Protocol

into G; (as defined in Section 3.4). We u$€, as a password-based mask generation func@éah [
under a passworty (henceforth, we refer to a password as a transformed passworgaigit-domain
hash of the password). For instan¢aP}, denotes encrypting a Diffie-Hellman vala® with a pass-
word T, which in turn, implies calculating the addition aP andtia. To decrypt and recovexP, one
can simply subtraat from {aP},.

We usePK andPK to represent a secret public key2@ and a standard public key, respectively. A
secret public key is no different from a conventional public key ektegtt it is only known among the
intended parties. We use the notattenca (-) to indicate asymmetric encryption wikis public key and
based on the Boneh-Franklin IBE scheme.

We are now ready to present our identity-based four-party passsudiebnticated key exchange
(ID-4-PAKE) protocol, as depicted in Fig. 3.2.

Our ID-4-PAKE protocol can be described as follows:

1. A—=B:AB,SaP
To begin,A sends an initiating message Bo The message contains the identities of: (i) initia-
tor, (ii) recipient, and (iii) initiator's authentication servek also includes an ephemeral Diffie-
Hellman valueaP, wherea € Z is a randomly selected secret value.

2. B— S:B,A S3,5, bPaP
In step (2), upon receiving the initiating message fiyrB randomly selects a secret valoe Zj
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and computes his Diffie-Hellman vall#. B then forwards this value and the original message
that he received from to his authentication servé&s.

3. S — B A S, S Encs, (B,A, S, Sa, byRng), aP
When S receives the message in step 2 fr8mit identifies the intended communicating target
(A) and the corresponding authentication ser@j.(Subsequenthy§s randomly chooses a secret
valuey € Zg and computebyP. S also chooses a noncg. The values obyP andng, and the
identities ofA, B, Sy andSg are then encrypted using a public key computed from the date and
Sy’s identifier. The resulting ciphertext and other information, suciasidentity andA’s chosen
Diffie-Hellman valueaP, are sent t&a.

S — B:B,A S5, S, {YP+ 8P}, 8P

In parallel witht the previous message froSs to Sa, S computes its Diffie-Hellman valugP
which is then sent t® along withSg’s public componengsP. Note thatyP is added tasgP, and
encrypted undeB’s passwordtg because the Diffie-Hellman value will be used later for b&h
andB to authenticate each other. The rationale for adgiffgndsgP before their sum is encrypted
usingTtg is to resist active insider attackers; this will become clearer in Section 3.7.

4. S — S5 Encs, (A, B, Sh, S5,axRbyRna, ng)
As with whatSg did in the previous stesa randomly selects a secret valyes Z;, and then
computes a composite Diffie-Hellman valaeP. S\ selects a noncea. The message
(A B, Sa, Sg,axBbyR na, ng), encrypted undegg’s daily public key, is forwarded t&s. Note that
S includes the Diffie-Hellman valubyP and the noncesg, in the message to authenticate itself

to .

Sa— A A B, S, S, {XP+saP}n,, SaP

At the same timeS, computes its Diffie-Hellman valugP. The valuexP is added tesaP, and
transmitted tdA encrypted withA's passwordta. Other information such &’s identity andSa’s
public componensaP is also included in the transmission.

B— S:Eng(B,Ss,re)

On the other hand recoversyP using his password and subtractiggP, and computes the com-
posite Diffie-Hellman valugbyP, which in turn is used to calculate a secret public e =
H1(BJ|Al|Ti||Ss]|Sal|byP). This secret public key is then used to encrypt the identitidsaridSs,

and the chosen random nongg and produce a ciphertext which could only be decrypted by a
party who can extract the matching private keyPi(s.

5. A— Sa:ENG(A Sa,ra)
In this step,A encrypts a message that contains the identitieA ahd S, and a fresh random
numberra, with a secret public key?Ka = H1(A||B||Ta||Sa//Ss/|axP). Note thatPKa can be
computed byA only after she has successfully recovex@toming fromSa.

11t makes sense that ongéas been choseBg can produce and send the relevant messag8s amdB simultaneously.
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S5 — Sa i Ha(Ss,Sa, byRaxkng, na)

This hash value is generated 8yto authenticate itself t8 by proving toSa that it has recovered
the Diffie-Hellman valueaxP and the noncex successfully. See Section 3.4.2 for the definition
of Ha.

S — B:axyRMAC,, (B, A, S5, Sa, byRaxyP)

Here,Ss decrypts the ciphertext fro® in step (4) and recoveexP. It then calculates a composite
Diffie-Hellman valueaxyP. Additionally, S also generates a MAC value by taking as inguand
the messagéB, A, Ss, Sy, byR axyP). TheaxyPvalue and the MAC value would be sentBo

6. Sa — A: bxyRMAC;, (A, B, Sa, Sg,axR bxyP)
In the final step, analogous to the message fi&nto B in the previous stepSy computes the
relevant composite Diffie-Hellman valuexyP. The value obxyPand a MAC value derived from
the relevant information, as specified above, are transmittéd Tdhe session key shared between
AandBis Kag = F (A, B, Sy, S5,abxyP), whereF is a key derivation function.

B—A: H4(BaA7 S3a SA? bPa aF)’ KAB)
The above hash value is computedBwand sent teA to provide key confirmation. This signifies
the completion of a successful run of the protocol.

3.7 Security Analysis

We present heuristic security analyses of the ID-4-PAKE protocol.

Mutual Authentication. In the protocol, each party contributes a Diffie-Hellman component for the
generation of a session k&yg. The Diffie-Hellman values chosen by the servaandyP, are added
to the respective servers’ public componest®, andsgP, and encrypted under the users’ passworgs,
andrg, respectively. S can successfully decrypt the ciphert&xicz (A, Sa,ra) such that the identities
of A andSa are revealed in the resulting plainteRtjs authenticated t&. This is becausé can only
construct the corred®Ka = Hy (A||B||Ta||Sa]|Ss]|axP) if she could recover the rightP from Sy using
her passwordta, and thus generate the proper ciphertexiSar

On the other handg, is authenticated té if A can derive the same MAC value as what she received
from Sa. This indicates thaBx has successfully extracted the matching private kepPkf using its
master secreda and subsequently recoveregdchosen byA.

In a similar fashion betweeftandS,, B andSs authenticate each other using similar techniques.

What happens if an adversagyattempts to claim to be the legitimate ser@ro A, by generating
any random fake, and then sending,P to A? This attack would fail against our protocol, becalse
does not know the password and is unable to guess it correctly with hodpaupitity. More discussion is
given in the later part of this section on ‘Active Attacks and Online Gue&sing

The mutual authentication betweggnandSg is straightforward. In step (35 sends
Encs, (B, A, Sg, Sa, byRng) to Sy, encrypted undelPKs, = Hi(Sa||date). The corresponding decryption

50



private key has been obtained By from the Root PKG at the start of each day. Tt8mdecrypts the
contents and recovels/P andng, which it would then encrypt together witxP andna and send té&g

in step (4). IfSg recoversbyP andng successfully by decrypting the messa8gijs authenticated t8g.

In a similar way, wherga receives the hash fros in step (5) and is able to compute the same hash, it
proves thats has decrypted the preceding message f8anandSg is authenticated t8a.

We next show that each client participant, even if he is not completely hdresnegligible prob-
ability of successfully compromising the mutual authentication between the twerseA (resp. B)
cannot impersonate successfullySaqresp.Sg) to S (resp.Sa), becauseé\ (resp.B) does not havéa’s
(resp.Sg’s) decryption key, so does not know know the valuegiresp.na), and does not receive the
value ofbyP (resp.axP) at any stageB (resp.A) cannot impersonate successfullySagresp.Sg) to Sg
(resp. Sa) either, becausB (resp.A) does not havé&a’s (resp. Sg's) decryption key, so does not know
the value ofng (resp.na), even though he can calculate the valuby® (resp.axP).

We remark that the last message in step (6) fBotmA is essential to confirm th& has authenticated
himself toSs and that he has calculated the same session kAy Hsis is becausB would only receive
the value ofaxyPfrom S after he is authenticated &, which will enable him to calculate the session
key. As forA, she would receive the value bkyPfrom Sy after she has been authenticate@tpwhich
will allow her to calculate the same session key and vaBi§ykey confirmation message.

Offline Guessing. An adversaryE cannot deduce any useful information by attempting to decrypt
{XP+ saP}n, (resp. {yP+ ssP}y,) with a guessed password, (resp. 1) and then subtract bgaP
(resp.sgP). This is because the use of any candidate password will result in amgpdint inG1. Simi-
larly, since the Boneh-Franklin IBE scheme is probabilistic and secuiesagalaptive chosen ciphertext
attacks (IND-ID-CCA)! [31], E cannot learn any useful information from the ciphertext produced in
the protocol.

Active Attacks and Online Guessing. We observe that even though the servers’ public components
saP andsgP are sent in the clear and unauthenticated;annot mount man-in-the-middle attacks by
impersonatinga or Sz. SUpposéE tries to impersonat8y by replacing the messaga, B, Sy, Ss, {xP+
SaP}m, $aP) with (A, B, Sa, Sg, {X'P + SpP} ., SxP), of which the master secrgf and the valu'P are
known toE, andTt, is a guessed password frdi's password dictionary. HoweveE, cannot predict, in
polynomial time PKa thatA computes and thus extract the corresponding private key. The risasbis

is that, assuming recovers a Diffie-Hellman valug’P with the correct passworma, the only way for

E to correctly predict the valu€’ (in order to computex’P) is equivalent to solving the ECDL problem.

1Some well-accepted notions of security exist for asymmetric encryptibenses, and three such notions, in order of
increasing security strength, are: indistinguishability under chosen plaattack (IND-CPA), indistinguishability under non-
adaptive chosen ciphertext attack (IND-CCAL), and indistinguishabititleu adaptive chosen ciphertext attack (IND-CCA2).
Security under a latter definition also implies security under the previousp[®]. The concept of ‘indistinguishability’
formalizes the adversary’s (in)ability to learn any information about tamxt underlying a ciphertext.
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Forward Secrecy.Based on similar reasoning as the previous, evEa'sfmaster secresy) is exposed,

the probability of guessing the correct passwarg) r recovering a past session key appears to be neg-
ligible. The adversary is unable to verify a password guess becaasgtieg by any guess will result

in a random point iriz1. In trying to calculate a past session key, the adversary is hindered [ach of
knowledge of any past ephemeral Diffie-Hellman private values, whichributed to that session key.
Thus we conjecture that the ID-4-PAKE Protocol in Fig. 3.2 has the prppéforward secrecy.

Insider Attacks by Weakly Honest Servers.Note that in the case of a weakly honest server (as defined
in Section 4), say, iSg is weakly honest, three related attacks are conceivable. In the firsk,aBac
attempts to guess the passwaord S swaps thesaP value whichSa sends toA in cleartext in step (4)
with his own choses, P (where he knows,). Awill be now manipulated to calculate a secret public key
of the formPK, = Hy (A||B||Tia|Sa || Ss||a(XP+saP — s\P)), and to encryptA, Sa, ra) under this key. Can

S extract the corresponding decryption key with high probability by bratenfig the password, since
he holds the master secs? Sg has receive@dxP from Sy in step (4), and he also knowsaP — syP).

Yet he remains unable to construct the secret publicl??lé& because he is unable to obtain the value
of a(saP — S,P) to calculate(axP+ a(saP — s,P)) L. The difficulty is equivalent to solving the ECDL
problem. This attack can only succeed with negligible probability.

In the second attackss attempts to impersonaik to Sa. Differing slightly from the first attack,
hereSs allows the message whicB, sends tAA in step (4) to proceed unmodified. Again, from the
message whiclssy sends simultaneously &, Sg can recoveaxP. Sg intercepts the message frofn
to Sa in step (5), and attempts to substitute it with his own message.Sgaanstruct the secret public
key PKa = Hi1(A||B||Ta||Sa/| Sz |axP) for impersonatingh? AsSg does not knowta, he has a negligible
probability of finding the correct password in one online guessing atteriipthié attack,S does not
hold the master secrsit.) Thus, this second attack can only succeed with negligible probability.

In the third attackSs attempts to perform an offline dictionary attack of the passvmaralfter having
obtained the transcript of a successful protocol run. This attack is sitoildwe second attack, except
that S does not attempt to impersonatevith an online guess in this case. Aga#, knows the value
of axP. Can$g find the correct passworty and calculate the correct secret public IRﬁyA? As SR
does not hold the master secsgt he cannot extract a corresponding decryption key to verify a guess
Without holdingsa, it can be argued th&s may attempt to exhaustively construct different secret public
keys derived from different password guesses, to use for ptiegy(A, Sa, ), Wherer}, is a guess ofa,
and try to match that with the ciphertext which had been captured, but thik,atzin, has a negligible
probability of success, because the entropgads assumed to be high.

Likewise, Sy instead ofSg may assume the weakly honest server role, and similar attacks mounted
by Sa are also resisted by the protocol.

INo opportunity exists in the protocol run for a weakly horsto fool A into becoming an oracle to exponentiate some
value bya and then return it (t&g).
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3.8 Comparisons

In this section, we compare our protocol to several related protocolsis tefr protocol message round
complexity, computational costs, and infrastructure requirements. Weagiweeerview of these proto-
cols.

3.8.1 PKI-Kerberos

Kerberos can be used to achieve cross-realm authentication (PKQR®3Sing public key crypto-
graphic techniques. The messages exchanged between two Key Distridetidres (KDCs) closely
follow the PKINIT specification212]. The PKCROSS approach utilises a PKI to simplify the adminis-
trative burden of maintaining cross-realm keys.

The basic operations of PKCROSS are as follows:

1. The client submits a signed request to the local KDC for credentialsdaethote realm.

2. Thelocal KDC submits a signed PKINIT request to the remote KDC to obigieaal PKCROSS
ticket. This is a standard PKINIT request.

3. The remote KDC responds as per PKINIT, except that the ticketiosmtalicy information, such
as lifetime of cross realm tickets, issued by a remote KDC to a client. The loc@l idDst reflect
this policy information in the credentials it forwards to the client.

4. The local KDC passes a cross-realm Ticket Granting Ticket (T8tyyeen the client and remote
KDC, to the client. This ticket contains the cross-realm key.

5. The client submits the request directly to the remote KDC and proceeds wisiaghdard sym-
metric crytographic techniques for Kerberd4 {].

In short, PKCROSS extends the public key cryptographic technique®ss-cealm KDC-to-KDC
authentication: this is analogous to our ID-4-PAKE protocol.

We remark that if a KDC'’s private key is compromised, then past keying mbierexposed; thus
PKCROSS does not achieve our definition of perfect forward sgcrec

3.8.2 Yeh-Sun KAAP/KTAP

In [210], two protocols were proposed — a key transport version (KTAP)akdy agreement version
(KAAP); we are primarily concerned with the latter. Like the PKI-Kerberit® Yeh-Sun proposals
require the clients to obtain the servers’ static public keys, and hencewt?edi which interacts directly
with the clients is again implied.

We reproduce here a client-to-client message from YS-KAAP, whgreefers to a traditional public
key of the serveBa:
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A—B: Son {Aa B7 a, T[A}F’SA

Referring to the message, clearly, if the private kegpofs compromised, then the passwargcan
be found easily. Thus, the protocol does not actually fully satisfy thegrtg of perfect forward secrecy.
This is because the password is just encrypted with the public key. Thistissted to our ID-4-PAKE
scheme.

3.8.3 Three 2-party Key Agreements

We consider a straightforward protocol made up of three 2-party keyeagents. It contains two 2-party
password-authenticated key agreements using servers’ static pubdicday one server-to-server 2-
party key agreement. Surveying the literature on 2-party passworé+ditghted key agreement protocol
[96], we see that the most efficient ones have the minimum of three messagisrofis we want to
benchmark our ID-4-PAKE scheme against the most round-efficidrgnse, we will use as a building
block a protocol having three message rounds, such as the Haleveirawcheme§6] (HK-PAKE),
which is provably secure. Proceeding in a straightforward and naayewe arrive at a scheme with the
flow shown in the Fig. 3.3 (— message details omitted for brevity).

Round 1 includes one message which the initiator client uses to notify the bémer After Round 3,
the first 2-party password-authenticated key establishment (AKE1mplsted. The second 2-party key
establishment (AKE2) starts one round later than the first, and ends aftedRl. The key agreement
and authentication between the two servers (AKE3), is completed at thef étwuod 6. HK-PAKE
makes use of a concept which the authors termed ‘public password’hwhi& pre-distributed hash
of the server’s static public key for quick verification, but a client-end Bknevertheless required in
their architecture. For AKE3, both servers possess static public keyss-ilo encryptions and two
decryptions would conceivably be used. The establishment of thedskeyebetweerA andB and key
confirmation (KC) is completed at Round 8. The message round complexitefig® which we arrived
at with the flow in the protocol shown in Fig. 3.3 is also in correspondence thvtharrived at by a
suggested 3-party HK-PAKE (3-HK-PAKE) composition hinted at by Yetl Sun R1.

Like the Yeh-Sun protocols, the HK-PAKB®] protocol suffers from a similar security weakness.
Reproducing the relevant flows below, whéres the group generatag,andx are Diffie-Hellman private
values generated b and S, respectivelyPKs, is Sa’s static public keyr is a random nonce generated
by Sa, kis MAC key randomly chosen b, T is the password?RF is a pseudorandom function, and
using elliptic-curve notation:

S—A  1XPPKs,
A calculates T = PRF(Ta,r,xP.aPk,A Sy)
A—S\ : aP EnQDKSA(k,T)
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Figure 3.3: Three 2-Party AKE

If the server’s long-term private key becomes compromised, then tine passwordty is exposed to
dictionary attack: the protocol does not actually have perfect foraeeoecy, according to our definition.
We remark that the security proofs provided for the protocol do nahdedave taken this into account.

Independent of the 3-HK-PAKE composition, we remark that it is possiblmégine a composed
three 2-party key agreement protocol in which the two client-to-seryeageeements are mediated by
ephemeral public keys, and not static (authenticated) public keys. Véenwdencountered such a pro-
tocol proposal before, which suggests that the research communityahbgve paid much attention to
this area. While such a composition would confer the benefit of certificate-dperation at the client
end, however, we note that its server-to-server key agreement stillildeed to rely on servers’ au-
thenticated public keys — implying an infrastructure would neverthelessduéreel at the server level.
We conjecture that such a composition would require at least the same numiessage rounds as the
composed 3-HK-PAKE protocol, when derived in a similarly straightfodwsay.
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3.8.4 Comparison Metrics

We use various metrics of performance, including metrics of complexity. Vil®edte on a few compar-
ison metrics below.

Number of message roundsThis is the number of message rounds for a protocol to run successfully.
Independent messages may be interleaved; dependent messagegdc@ pre sequenced accordingly.
It is a measure of the latency of a protocol.

Number of asymmetric encryptions/decryptions/signings/verificatios. Such asymmetric operations,
using public or private keys, consume significant computational ressuldithin our ID-4-PAKE pro-
tocol, these operations refer to both the operations using standard peyia@kd secret public keys.
The dominant cost for an identity-based cryptographic scheme is theatigalof a pairing. Although,
generally, computing a pairing is slower than performing a modular expotientid is perceived to be
acceptably fast to implement in practice. Implementations of the Boneh-FrdBEHischeme on smatrt
cards by Gemplus is a good exampl3f. Recent results (see for exampler{ 170) have shown
improvements in computing pairings with the use of various optimisation techniqueth&s should
give hope to faster IBE schemes in the near future. Here, to a firsbxippetion, it seems reasonable to
consider identity-based asymmetric cryptographic operations to be cdoigptréraditional asymmetric
operations.

Communication complexity at client end. We do not quantify this metric precisely, because it is de-
pendent on the message format, as well as group/order sizes andulredesgcurity parameters. We
assume that the transmission of a digital certificate makes the dominant contritbiiommunication
complexity during the protocol run; in comparison, transmission of an ueatitated public key is less
complex.

PKI-free at client end. This is an important comparison. If a protocol uses a PKI at the clienttlisd,

entails the obtaining of certificates, and the tedious certificate verificatiortbeibackground. These
processes are not accounted for by the message round complexity miethie protocol, nor the metric

for communication complexity at the client end per protocol run.

A comparison of the relative performance of the protocols is presenteabie B.4. Our protocol is
comparable with (and sometimes superior to) the existing protocols in efficiermog. In terms of com-
putational complexity, our protocol requires, for example, only one asyrim@acryption computation
at each client, which is comparable to YS-KAAP and 3-HK-PAKE. In termsasimunication com-
plexity at the client end, our ID-4-PAKE protocol is a good performiace no certificates are required.

Based on these comparisons, we believe we have demonstrated thattoaopproposal is viable
in terms of overall performance (i.e. security and efficiency).
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Performance/Protocol PKI-Kerberos | 3-HK-PAKE | YS-KAAP | ID-4-PAKE
# message rounds 8 8 6 6

PKI-free at client end No No No Yes

# asymmetric enc/dec/sig/ver 12 8 6 8

# asymmetric enc/dec/sig/ver per clien8 1 1 1
Communication complexity at client | High Low Low Low
Perfect forward secrecy No No No Yes

Table 3.4: Performance Comparison

3.9 Future Directions

For future work, we would consider how to reduce the protocol's messagiplexity. Beyond this
dissertation, we believe there is scope to continue work to now considereafanoral security analysis
of the protocol; if the conceivable attacks can be modelled well in such a ngoreus framework, that
will improve confidence in the security of the protocol, even if that admittedkysdaot constitute an
ultimate proof of security.
Without a doubt, there is much on-going work in the research community to &ggiyity-based

cryptography to many interesting problems. We believe that identity-bagetbgraphy could merit
further study in password-based key agreements.

3.10 Summary

Our contributions:

¢ We have proposed a password-authenticated protocol for inter-dé@maaigreement using identity-
based cryptography and the concept of secret public keys.

e In our proposed design, there is no need for a client-side PKI for thgopa of authenticating
domain parameters (even though authenticating domain parameters is usyatydén identity-
based cryptography). Our design cleverly allows the clients to make ube enauthenticated
domain parameters to do identity-based encryption.

e We have carried out heuristic security analysis of the protocol, and itisrshhat the protocol
is secure against various types of passive as well as active attackpe@ormance comparisons
show that our proposal is reasonably efficient.

The area of inter-domain authentication protocols is under-researdtie@dnvisage that pervasive
devices which are registered under different authentication domains eealyto participate in transac-
tions, and our proposal, leveraging on password use and recemaadvin identity-based cryptography,
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is a response to this need. We outlined a likely architecture for this inter-d@oanario. It is notewor-
thy that we are able to do away with client-side PKI, hence saving on thevien@nces of obtaining a
certificate and the associated key management issues (such as protedtienacation of keys) in our
protocol proposal. Our comparisons with related protocols have reldae the proposed protocol is
reasonably efficient and quite viable, and it certainly appears thatitherere scope for research in this
area.
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Chapter 4

Multi-Channel Security Protocols

4.1 Outline

Ubiquitous computing environments provide new means and models for diffde¥ices to interact
with one another. Compared to a traditional wireline networking model, in whgstals are likened
to travel down a bunch of wires, or else a completely wireless model, in widclals are completely
of a broadcast nature, in a ubiquitous environment many different yfpekannels are brought into
play. Such channels include visible light, infra-red, audio, laser, metahcg ultrasound channels, and
even including mere physical touch. (We will give more precise examplésese channels in later
sub-sections.) Often, theseixiliary channels aréluman-mediatedvhereby some human operator is
directly operating and supervising the channel in question.

The main theses of this chapter include: the existence of aughiary channels may be utilized
in key establishment security protocols which explicitly take into account tharais’ different prop-
erties, with benefits gained in terms of both security and usability. Secorellyy lexplicit about the
properties of the channel over which each message of a protocol $sritéed is critical for understand-
ing the protocol in greater depth and addressing subtle vulnerabilitiesaarkctually, multi-channel
security protocol$iave existed for a long time before we recognized them as such, for extm@PGP
fingerprint is a component in a multi-channel protocol, in which the fingetps attested over a more
authentic channel than the channel used to transmit the PGP public keyTitseté is much to gain by
adopting the multi-channel viewpoint: it forces us to be more precise abeweiturity requirements,
the channel properties, and the attacker model. This helps avoid designh fla

Multi-channel protocols are particularly relevant for ubicomp becausepitecisely in this scenario
that multiple heterogeneous communication channels are naturally foundspasenl to, for example,
the comparatively more uniform scenario offered by the packet-switctiexhet. One of Weiser’s semi-
nal papers197 about ubicomp asked the question: “Can the device communicate simultinaiounsg)
multiple channels?”.
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Further, a particular property of any auxiliary channel which corsemnhisdata-origin authentic-
ity. This property is a weaker security property than confidentiality, whiclossgssed by a password
channel in the preceding chapter.

4.2 Related Work

An auxiliary channel is of courseuxiliary to some other main channel (which may be wired or, in
ubicomp, wireless radio), the latter of which is used to carry the bulk of therwdtion in a session.
Compared to the main channel, an auxiliary channel usually possessegestpoperties which are
difficult to assure for the main channel.

Different researchers have used several kinds of auxiliary @snuosing a variety of terms that
emphasize specific properties of interest such as “location-limited”, “6baad”, “empirical” and so
forth. Balfanz et al. 15] use a “location-limited” channel to commit to a hash of a public key, similar
in function to PGP’s concept of key fingerprints. This kind of protocetdémes vulnerable, however,
if for example, the hash truncated to fit the capacity of the auxiliary chasrteb short, as would be
shown in Protocol Trace 4.2 in Section 4.3.3.1. Hoepn&#j flistinguishes between “private” (i.e.
confidential) and “authentic” channels; he proves, with¢hE protocol, that authenticity is sufficient
for a secure bootstrap of ephemeral Diffie-Hellman key agreement. Me€ual. 136 implement a
“visual channel” based on 2D visual codes printed on labels or showdigplays and then acquired
by camera phones. VaudenayO[] describes extractable and equivocable commitment schemes and
also provides informal notions of stronger authenticity in channels, ssicta#i-freeness and listener-
readiness. Cagalj et all9]] propose three protocols based on visual and verbal interaction &etive
participants. Laur et al1fl8 119 120, building on earlier proposals of Gehrmann et &0][ describe
a round-efficient two-party protocol, MANA 1V, and provide suggessidor practical constructions of
the commitment schemes. The researchers used different notations tg difjerent types of channels.

In terms of security proofs, Maurer and Schmil@§| developed early on a calculus of channel secu-
rity properties and transformations between them. Hoep®3nYaudenay 190, and Laur and Nyberg
[118 120 provide security proofs for their proposals. Naor et 443 argue that the difference in user
effort required to manually authenticate longer strings and shorter stretgssitates the calculation of
tighter security bounds, and they provided proof techniques to calculatebbginds. They provided a
protocol proposal which is proven to be optimal according to the cha#tenien of reducing the length
of the authenticated bits for a given security level, but this is at the cosh aficeased number of
message rounds. Creese et4d)] argue that, in the formalization of the attacker model in a ubicomp en-
vironment, it is not necessary to assume a Dolev-¥@hattacker across all channels; and they consider
how to model this in formal tools such as FDR, CSP and Casper.

In terms of instantiation of specific channels, McCune etl86] propose the above-mentioned vi-
sual channel of “Seeing-is-Believing”, with protocols derived from Balfanz et al. proposal. Goodrich
et al. [7/7] introduce a system called “Loud and Clear” that translates a hash vatu uman-verifiable
vocalized sentence; their auxiliary channel is thus audio. Kindberg hadgfL07] use ultrasound.
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Usability is an essential facet of security, even though it has receigedicient attention. Uzun et
al. [187] have conducted a usability study of different set-ups for the visumheél.

Some standardization bodies are also working on secure and usablke giviag. We will list these
at the end of this chapter.

4.3 Multiple Channels: open insecure channel and auxiliary channel

We will now review the previous protocols proposed by other reseescivich had made use of differ-
ent types of channels available in a ubicomp environment.

Common to all of these protocols is at least an open insecure channelireke$s) radio frequency
channel, which is necessarily broadcast in nature. Additionally, the qolstanake use of auxiliary
channels. These may be wired contact, visual, audio etc, possessimgestsecurity properties than the
open channel.

We will leave a fuller discussion of the properties possessed by chamtélster. Our purpose here
is to present our argument that a lack of explicitness in considering theitygeroperties of channels
has hindered the very design of secure protocols.

4.3.1 Inadequacy of Open Insecure Channel

The radio medium used by most wireless devices is of a broadcast nAtyeeceiver within audible
radio range (i.e. within some distance from the radio transmitter, dependittgegoropagation loss
characteristics of the environment and frequency) can overhearahgnirssion. Thus, any plaintext
transmission over radio may be overheard by an adversary within closenity, or even at long range
if this adversary is equipped with a range-extending directional antenna.

More serious than merely overhearing (i.e. reading all traffic), the atanadversary is modelled as
being able to modify, delete and create messages over this open charmetigiial definition is given
in Dolev and Yao’s papeie], hence the usual terminology ofolev-Yaoattacker.

Thus the radio channel is commonly accepted as being totally insecure atgdown inadequate
to bootstrap a security association. We have ruled out a public-key tinftagre with a certification
authority (which would imply revocation checking), hence a messageveztever the radio channel
needs to be authenticated by other means. We will next overview simplecakeli@agreement over a
radio channel between two parties, and step through why it is insecure.

In the Resurrecting Duckling model8q, trust is bootstrapped from a secret transferred via a se-
cure channel between the two parties. The recommended secure ldsgringsical contact: it gives a
strong guarantee that the shared key has been established betweemd¢heden devices and no others,
with high confidentiality and integrity. It makes cryptography redundankéy establishment. Wired
contacts on personal devices, however, are surprisingly exgeimsihe eyes of manufacturing engi-
neers once we take into account not just the cost of the connectaitsebadditional board area and the
geometrical and ergonomic constraints on industrial design.
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# Alice Bob
Basic DH
1 Chooses randoma Chooses randoii
2 -0 —
3 — gb —
4 K=(g"? K'=(g?)°
B challenges A
5 Chooses randoi@,
6 —Cy—
7 Mj; =H(K,Cp) M; =H(K',Cp)
8 — M:/I. —
9 Verify M} = My
A challenges B
10 | Chooses randoi@,
11 —Cy—
12| My=H(K,Cy) M5 = H(K’,Cy)
13 — M, —
14 | \Verify M, =M,

Protocol Trace 4.1: Diffie-Hellman with key confirmation.

It should be clear, however, that carrying out a Diffie-Hellman exgleaover RF gives no guarantees
about the party with which one is establishing a key. The process is therafimerable to a middleper-
son attack. Even if each of the two parties successfully challenges thetoive ownership of the
established key, as in steps 5-9 and 10-14 of Protocol Bracthe confirmation phase can never prove
that the key was established with the desired party.

The obvious remedy is to have steps 8 and 13 take place over an extreethsuch as manual
transfer [/1] or visual transfer 136, that guarantees data origin authenticity. Manual transfer may be
implemented by displaying on the first device a string that encodes the Messdlentication Code
(MAC) 1 and by having the user type this string into the other device. This chanséhtited capacity
because it is unpleasantly laborious for human users to transfer longsstnianually without making

IMACs are keyed hash functions used for message authenticatiorsesrpn the past, the more common implementations
of a MAC use a block cipher in cipher-block-chaining (CBC) mode. Whitekiby of a MAC function can be thought of simply
as part of the input into a hash function, strictly speaking these are iettqa same in terms of security, since a hash function
does not accommodate naturally the notion of a secret key. From th&98is, there has been interest to obtain a MAC
function by using any sufficiently strong cryptographic hash functioa &rop-in’ [20]. For most sections of this chapter
though, we will use (keyed) hash and MAC interchangeably, until wel teelistinguish a hash and a MAC more clearly in
Section4.5.
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mistakes. One may then have to transmit a truncated MAC.

4.3.2 Auxiliary Channel with (Data-Origin) Authenticity

In ubiquitous computing, manual transfer of MAC values or check cogdsand is but one type of
channel.

Various researchers have coined the auxiliary channels as ‘locationdiafigenels’ 15] or ‘manual
channel L1§. A more dated and better-known parlance would be ‘out-of-band a&fanvhich distin-
guishes it from the principal insecure broadcast channel and veasmere often to refer to a totally
secure (i.econfidentialin addition to data-origin authentic) channel.

Our preference is to designate such channetuagiary channelshavingdata-origin authenticity
with the said property being the key security property which we want to esigdeDuring the operation
of the channel, it is easy to ascertain the origin of the signal.

Another important security-related property regarding these channtisiidimited data capacity
or bandwidth, affecting usability. The size of this bandwidth comes into plajfécting the efficacies
of two (broad) types of attacks: firstly, the probability of an adversasyiccess in guessing correctly
with one pass for an online attack, secondly, the search space of ddmegeenumeration offline attack,
which we will cover in a later sub-section.

As with any open channels, there is a non-zero chance of noise awdctceming in, in the case of
these human-mediated auxiliary channels, the error may be due to faults iartbmiiting and receiving
equipment, or it may be due to human error in transcribing the information freerdevice to another.
This will become clear in the following subsection.

4.3.3 Some Attacks on Protocols under Different Attacker Moels

Let us consider attacks on several ad-hoc two-party key establislstiesnes. The ways the attacks
succeed are variously due to the continuing improvements in computatioealsspithe adversary, and
improvements in surveillance capabilities of an adversary which would negatenptions about the
security properties of the auxiliary channels.

4.3.3.1 Attack against Short Check Codes exchanged over Auxiliaryl@annel

As pointed out by Gehrmann et al(, section 2.3], if the manually transferred authentication code is
too short then a middleperson attack is still possible.

The attack is shown in the Protocol Tra¢2 The column ‘Ch’ describes whether the step consists
of a transfer over the radio (RF) channel or over the manual (M)radain the context of this protocol
trace, when we say RF we mean a channel subject to eavesdroppisglestitution attacks and with no
data origin authenticity, but no practical limits on capacity. When we say M wameaannel offering
data origin authenticity but with very limited capacity, of the order of 10-20 ldtspessage.

63



# | Ch Alice Carol Bob
1 Chooses randoma
2 | RF —Rr
3 Chooses randor
4 | RF L
5 Chooses randorin
6 | RF —g°-
7 Kpe = (9°)% Kpe = (gF)P
8 Chooses randoi@,
9 | RF —Cp—
10 M1 = H(Kpe,Cp) M1 = H(Kpc,Cp)
11 Chooses randorl
12 | RF —g’ -
13 Kac = (gbl)a Kac = (ga)bl
14 FindsC; s.t.
H(Kac,C}) = My
15 | RF —C —
16 M} = H (Kac,C})
17 | M -M; — — —
18 Verify My = M;
19 Chooses randoi,
20 | RF —Cy—
21 Mx=H (Kamca) Mz=H (Kaa Ca)
22 FindsC] s.t.
H (Kpe, C,) = M2
23| RF —c, -
2 M5 = H (Kpo, C})
25| M — — — M) —
26 Verify M, = M,

Protocol Trace 4.2: Middleperson Attack on Short MACs.
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As the MACs must be short in order to be transmitted over the M channel, itiputationally feasi-
ble for middleperson Carol to search for second pre-images. Afteceygng Alice’s key contribution
(step 2), Carol pretends to Bob that she is Alice and establishes a keyimi{steps 3-7).

At this point Bob wishes to challenge his RF correspondent, whom hesttodee Alice; the veri-
fication code will be received over the extra channel (step 17) and weilefbre undeniably come from
Alice. What does Carol do to fool Bob?

After receiving Bob’s challeng€y, in step 9 and computing the keyed hash valen step 10 from
the session key shared with Bob, Carol forms a session key with Alices(1efd 3) and performs a brute
force search (step 14) to find a challer@esuch that the keyed hash val derived from it equals
M;. She sends the forged challer@eto Alice (step 15). Alice computedl; (step 16) and shows this
result over the manual transfer channel (step 17) to Bob, who veitifistep 18) against his computed
resultM; and finds that they match. Bob has been fooled.

Carol then performs the same forgery in the symmetrical situation of Alice cigitie Bob (steps
19-26), fooling Alice as well.

The effort required by Carol to attack each challenge-responsétis ofder of 2trials® , wherer is
the bit length of each short MAC. Assuming an adversary with powediputing resources who is able
to perform 1 billion trials a second, and a device time-out of 10 secondsnt@an et al. 70] calculate
that a 48-bit code is needed to defeat this attack. But manually trangfd@ihits (which correspond to
12 hexadecimal digits) is tedious and prone to error. One alternative ig @nusxtra channel of greater
capacity.

4.3.3.2 Attack against Key Fingerprints exchanged over Auxiliary Chanel

It is possible to acquire the code from the screen with a camera insteadrgg typn the keypadl60,
161 169. This would be an instance of a machine visual channel (vis-a-vis a ahamwal channel).
The number of bits that can be reliably transferred is slightly greater aflityg improves significantly
[186].

By 2005, the camera phones commercially available in Europe have regdwddtions of 1280«
1024 = 1.3 megapixels (3.2 megapixels in Asia). Depending on the particldanmstances of the usage,
the limiting factors for data throughput would include the camera resolutiosctieen resolution and the
focusing distance of the camera. Screen resolutions have reachéddmgeks, though 36 kilopixels are
still more common. Based on these figures, with a suitable 2D encoding tlemgsoreamera channel can
reliably provide about 40 to 100 bits per message. This is still not enouglféid hash but it is sufficient
for a longer code that would solve the problem described in the prevemi®s. In actuality, current
camera-phones are usable but are not optimal for this task: there réamlgeproblems of focusing
distance, resolution and illumination. We will describe more about expesescd issues with the
machine visual auxiliary channel in Section 4.6 on Implementations.

Iwhile theworst-casecomplexity (from the attacker’s point of view) for a pre-image attack seeond pre-image attack
(see Definition 2.5) is 2 the average-caseomplexity would be 1. Sincer >> 1, for this dissertation we will simply
approximate — 1~ r. Note that a collision attack would have a rather different complexity figofraround 2/2.
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Figure 4.3: Outdoor CCTV Camera in University of Cambridge

The idea of transferring short cryptographic codes visually betwaerera phones was originally
proposed by McCune et all36. Their Seeing-is-Believing (SiB) protocol, derived from earlier work
by Balfanz et al. 15|, closes the vulnerability pointed out in section 4.3.3.1 by transferring aelorade
over the extra channel. The protocol would still fail if the attacker could &rpreimage but, because
the camera phone channel used by the authors allows 68 bits per travsilesver twice the capacity
of a manually typed PIN), the brute force search is no longer feasiblairtinge. In other words, SiB
requires at least a “medium length” code, not a “short” ¢ode

4.3.3.3 Eavesdropping Attack on Non-Confidential Auxiliary Channel

There is however another threat. In protocols that implicitly or explicitly usedatitional channel, as
happens in many EKE variants in which a strong session key is formed fieeala PIN, there is often
the assumption that the additional channel is somehow “local” and safeswesdropping.

We argue that, for the manual visual (screen and keypad or keymh#degpad) channel and for
the machine visual (screen and camera) channel, this assumption is norealigic with the current

" oow

1our very informal semantics for “short”, “medium” and “long” codiesthis context are as follows. “Short” is a code
that can be brute-forced in a few seconds, during a run of the pipfoc@xample 10 bits. “Medium”is a code that can be
brute-forced in an hour, a day or a month but not in real time during®pol run, for example 50 bits. “Long” is a full length
code that, assuming the hash function is not otherwise broken, caafwtte-forced in hundreds of years, for example 250
bits.
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# | Ch Alice Bob

1 Chooses randora Chooses randotin
2 | RF i

3 | RF . —

4 D=g?¢° D=g?|¢°

5 Chooses randorR

6 Vv —R—

7 Chooses randorid; Chooses randomd,
8 My =my,(Ia|D[R) M2 = m,(Is|D|R)
9 | RF —M; =

10 | RF — My —

11| RF —Ki—

12 | RF — Ko —

13 M, =k, (Is|D|R) M7 =k, (Ia|D|R)
14 Verifies My = M, VerifiesM; = M}
15| L —outcome—

16 | L < outcome-

Protocol Trace 4.4: MANA IlI.

proliferation of CCTV cameras, both indoors and outdoors (such aslkioatn in Fig. 4.3). In many
cases, such cameras even operate covertly, hidden behind opagas that allow them to pan and
zoom without the victims knowing where the cameras are pointing. In this seggamill discuss the
consequences of this change in the attacker model.

The MANA IIl scheme by Gehrmann et al7()], developed as a variant of Larsson’s SHAKE, is
shown in Protocol Tracé.4. It aims to establish that both parties have correctly received eachsther’
public key. It complements the radio transmissions with an exchange ofcgid®s using manual trans-
fer. As the authors themselves say, “Informally, the security of the schielies on the fact thaR
remains secret to the attacker (it is never sent over the air)...”. Inrdsepce of a passive attacker in
the optical domain, which we believe can no longer be dismissed, this pramcdle cracked.

Ia andlg are identifiers of Alice and Bob respectively and are publicly knownis a data string
formed from the concatenation of Alice’s and Bob’s public kgysindgP. K; andK are long keysM;
andM, are long MAC values formed using the function Ris a short randomly selected string shared
between Alice and Bob over the manual channel. Alice will only déndfter she has received,, and
Bob will only sendK; after he has received.

Crucially, after the verification (step 14), each device must signal wh#tkeverification succeeded
(steps 15 and 16), over a channel (e.g. red/green LED) guaramietggrity and data origin authenticity.
Although the M channel could be reused here, we indicate this chanhe(ldsD), rather than M, to
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point out that its requirements are less demanding than those of the chiaedeh step 6. In particular,
its required capacity is only one bit per message. Note the additional subdeth¢h ED is signalling
to theoperatorof the device(s), not to the other device directly.

As noted in the original paper (), if Bob were not told that Alice’s verification failed, middleperson
Carol could send Alice a randoM, in step 10, gralik; from Alice in step 11, ignore the rest of the
protocol run with Alice, findR by brute force and successfully impersonate Alice to Bob, who would not
notice the forgery.

The reason why the attack of Section 4.3.3.1 no longer suffices is esseb@aflyse the short code
exchanged over the extra channel is not the MAC but the challenge: #@, Mow transmitted over
radio, is full length and not vulnerable to second preimage attacks. Ttecpi's security, however,
relies on the challeng® being kept secret from the middleperson attacker.

If this assumption is violated, the attack is as follows. Assume that middlepermah i€ able to
observe the strin® being keyed into the devices. She may then send modified public keys to bogh Alic
and Bob, such that Alice’s and Bob’s copiesfare different from each other’s, but match the two
copies held by Carol. Thereafter, Carol can individually chooserséifiitk 's and generate thigl's so as
to authenticate successfully with both Alice and Bob. Note that this attack isendept of the length
of the MACs.

4.4 Types and Properties of Channels

In earlier sections, we have briefly mentioned specific security propeuigs aslata-origin authentic-
ity, confidentiality etc. In this section, we will now discuss in greater detail all the chanonelpties that
are relevant to the design of security protocols. Basic parameters ef¢hasnels such as bandwidth,
degree ohuman-mediatednesand so on are also of interest.

We will also discuss briefly the informal notion oMulti-Channel Attacker

4.4.1 Differences of Channels
4.4.1.1 Authenticity

Degrees oauthenticityhave been highlighted by Vaudend®[). He described ‘integrity-protection’ for
his ‘authentication channels’, where attackers can stall, replay or reemmassage, but cannot modify
it. For ‘stronger authentication channels’, he mentioned stall-freenessi-tisady situations, and trans-
mission acknowledgements. Another level of differentiation is possible: lyameaker authentication
channels, where it is conceivable that a very low number of bits may lexlddd message sent over the
channel without detection. We suppose the impact of selective bit-flipgisgweral bits on protocols
which utilize values exchanged over such channels would be amenabtéher fetudy.

Closely related to authenticity is the property of integrity: Cagalj etl8l1] have proposed an
integrity-protecting scheme for what would normally be classified as the totadlciure channel of
the radio.
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It is to be noted that for the subsequent protocols in our discussion, ke tha straightforward
assumption that our auxiliary channels possess the following sub-piespef authenticity: data-origin
authenticity and high integrity. We are not too concerned at all if the adiecan read, delay or cause
denial-of-service on the messages over the auxiliary channels (in é&atake for granted that he can
read them). But it is clear that in a ubicomp environment, the salient propeatt@-origin authenticity
is derived from the close human-machine interaction.

Remark : Auxiliary channels with data-origin authenticity are human-mediated chawiedseby the
source of the messages carried over them can and are corrobor#techinman operator (who is usually
the recipient of the message or the owner of the receiving device).

We will elaborate on human-mediation in Section 4.4.1.4.

4.4.1.2 Bandwidth

We describe informally high-bandwidth channels one suitable for transferring a long public-key value
or full hash value. The radio channel is such a channel.

An auxiliary channel is almost alwayew-bandwidth channel When these channels are used in
security protocols, the governing guidance is that the values they trana& be applied such that the
attacker has only a one-shot probability of success related to the ewtrtipgy code, instead of merely
brute-forcing the code to find a match.

We use another type of channel in our protocols. This is, namely, therdigtliebit per message
channe] used because of its property of authenticity. This is one of our origimatributions to the
study of multi-channel security protocols. The 1-bit value sent over tiaarmel is not used to introduce
randomness and to force an active attacker to predict some value and coremdéturely, unlike in
the case of the authentic auxiliary channel. Instead, this 1-bit channglicsily used to authentically
acknowledge receipt of an intended message, or to signal that a complutedhas verified successfully.

4.4.1.3 Input or Output or Input/Output

For channels of the same type, for example a visual channel, at oneveen consider whether two
devices have an input (1) and output (O). Visual channel inputs wentthmpass keypads (susceptible
to human transcription errors) and cameras (able to capture 2D imageseawé thore information).
Visual channel outputs would encompass anything from a primitive LEDskengen to a colour high-
resolution display monitor. If an auxiliary channel comprises of an Inpoha end, and an Output at
the other end, then we define this as a unidirectional channel. If the ehlaasboth Inputs and Outputs
at both ends, the channel is clearly bidirectional.

The slight difficulties occur when the auxiliary channel is O/O or I/I. If inststs of an Output at
both ends (which can be used to compare the check values computed byebatbs), then we may
perhaps define this channel as unidirectional; and a separate ortexbited seems necessary to notify
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the devices on whether their check values agree. In the case of aethwmmg 1/1, strictly speaking,
there is no means of transferring a short random value produced ideviee to the other, to allow
comparison. However, the protocol can be designed to allow a human to #teysame short value into
both devices, as a passkey, though this usage often assumes corfige@iaif the channel input is
audio, a human can speak the same phrase into both devices’ micropltasedear that there often
is a strong though variable element of human-mediation on these auxiliarmelsaand sometimes
directionality does not cover everything. Often, such a setup suggesthéhvalue is used as a sort of
shortconfidentialPIN (i.e. password).

4.4.1.4 Human-mediation

We bring attention to the informal notion of the degreéhafman-mediatioron the auxiliary channels.
It is not merely a matter of human error in perceiving and transcribing safuan error-free way over,
say, a visual channel. For certain auxiliary channels, such as edrarrd NFG, a human operator may
bring two participating devices close so that their transceivers can egehmessages, yet, the human
sometimes has no direct knowledge of whether the protocol trace actuayptdce, or if a transmitted
message is received as intended with high fidelity. (Some IR-equippededadicemit a cute sound as
feedback when they detect another device in range.) An attacker ufirggdnfra-red, and a long-range
radio antenna, may be able to violate assumptions of usage regardingahtxsglar auxiliary channels.
On the other hand, if the auxiliary channel in question is human-mediated, aiudliay sometimes be
difficult for the human user to pinpoint which device a melody is emanating ftbis;,channel may be
said to have integrity but less data-origin authenticity. Clearly, there is mugedor usability studies
on diverse channels.

As a note for protocol designers, the operation of an auxiliary chamost not make excessive
demands on the able-bodied human user, for example, in terms of cotioentreemory, coordination,
and sensory acuity. Instead it should be simple, intuitive, and pleasaing ifiywith our emphasis on
explicitness in the channel modelling, the human-mediated action required amxitiary channel used
should be well-defined, so that oversights are not inadvertently inteztiinat will result in insecurity.

To accommodate users with some handicaps or less sensitive facultieagghelblind, the deaf, the
long-sighted, etc), designers and system developers would need ta®éeiasive, and that is perhaps
where a diversity of channels would offer alternative ways of bogiptrey security.

4.4.1.5 Comparison of Channels

We present some types of channels found in a pervasive computingremént below; the list is illus-
trative and not exhaustive.

INear Field Communication or NFC is a short-range radio frequency eotimation technology, operating at the unli-
censed band of 13.56 MHz, up to a range of nominally 20 centimetrésstidndardized in ECMA-340 and ISO/IEC 18092,
and is marketed at, among others, ‘contactless’ mobile payment agd asdhandphones.
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# | Channel Output | Input Range | Confid. | Authent. | Bandwidth | Convenience
1 | Radio RF Txr | RF Rxr | Long Low Low High High

2 | Visual Screen | Keypad | Medium | Medium | High Low Medium
3 | Visual Screen | Camera| Medium | Medium | High Medium Medium
4 | 1-bit Pushbutton Screen | Button | Medium | Low High V Low Medium
5 | Infra-Red Diode | IRRxr | Short Medium | Medium | Medium Medium
6 | Contacts Pin Pin V Short | High High High High

7 | Cable Port Port Medium | Medium | Medium | High Low

8 | NFC Txr Rxr Short Medium | Medium | High High

9 | Audible Sound | Speaker| Mic Medium | Medium | Medium | Medium Medium
10 | Ultrasound Speaker| Mic Medium | Medium | Low Medium Medium
11 | Voice Mouth | Mic Medium | Medium | Medium | Medium Medium

Figure 4.5: Table of Channel Types and Properties

The levels: High, Medium, Short and Very Short are general, sinceonmtigive precise figures; it
is difficult to do so, being particularly implementation-specific.

Channel number 1, the Radio Channel, is an example of the totally noresgwamnel. The column
for ‘Authenticity’ (Authent.) is the most pertinent for the selection of an aumiliehannel; and it is
related to degrees of human-mediatedness, since the human operator wptsbdald take corrective
or abortive action in the protocol run if he senses something amiss. Foiseorss, we will not break
down this column further into its possible sub-components. For usability meatite ‘Convenience’
column is also very important.

4.4.2 Multi-Channel Attacker Model

Creese et al49] have proposed Variant and Twin-Channel Threat Models in the itbiggicomputing
environment, to aid formal analysis of the security of protocols. This is anrigpioadvance.

It seems natural that this can be extended. We can suggest that inrsediicomp environment,
there will be a diversity of channels at play (not limited to just two types)clehere will be different
attacker capabilities across the range of channels, such that it will bkbwidle to consider anulti-
channel attacker model

It is recognized that the Dolev-Yao attacker is of course the most polatbdoretical attacker in
formal modelling, and it is justifiable that many previous security protocolgpezdicated on resisting
this attacker of nearly unlimited (except for cryptographic) capability. Agacapabilities on other
auxiliary channels are usually much more limited.

Specific properties of a channel, and thence the corresponding attagebility on it, can be defined
and analyzed. For example, in addition to the informal notions proposedabgieviay 190, other
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properties were also suggested by Creese et48], fuch as ‘Atomicity of Transaction’, which they
define as the situation where the attacker camadh block and hear a message at the same time on the
channel under consideration. Further combinations and refinemenisgarties are conceivable.

The degree of human-mediation required for operation of the auxiliangnedaloes affect its us-
ability, and is intertwined with security, hence impacting on the multi-channel attackdel. Thus,
designers have to be careful not to be over-demanding in the deguseroéngagement during the pro-
tocol run. For example, where the auxiliary channel used in a protoeoid®, it may be useful to ask,
would a human user be reasonably able to detect when an attacking dengmrtisig another sound clip
during a run of the protocol?

In the multi-channel attacker model, it is worth noting that the attacker combntksomrdinates his
actions over a variety of channels, to achieve his purpose. We hatehsliéhe multi-channel attacker,
but we have not managed to formalize the model. A more formal model of a maltireth attacker with
different capabilities across different channels would be benefioiahieoreticians, who often want to
construct formal proofs and attack games or complexity-theoretic bdandscurity protocols.

4.5 Multiple Channels for Two-Party Key Agreement

4.5.1 Security Requirements

We require arauthenticated two-party key agreement protoghich makes use of the channel properties
commonly available in a ubicomp environment. The existing protocols were uas#iiy, because their
security breaks down under different assumptions about attackabitigpon the auxiliary channels.

We want to combine resistance to passive attacks offered by Diffie-Hellwitmresistance to active
attacks offered by some short-length random value which is authenticaliyaeged but which gives the
attacker a low one-shot probability of success at predicting it.

Succinctly, we require the following security properties:

Resistance to passive attacker This property would be provided by entangling Diffie-Hellman in the
protocol. The work factor of a passive attacker to calculate the shatkekiel would be of around the
order of the security parameter (i.e. the size of the finite group) of the Qthgeeement used.

Resistance to active attacker: This property would be provided by giving the active attacker a low
probability of predicting correctly some randomly generated authentic valois. probability is based
on the security parameter of the authentic value, namely the entropy with wigickaline is randomly

1Sometimes researchers make the distinction between impersonation atidcksbstitution attacks. In an impersonation
attack, adversary Eve tries to inject a message when the potential victimh&logot sent an message. In a substitution attack,
Eve tries to modify in transit a message that has been sent by Alice. Wd woumake the distinction here because it would
not be particularly informative in our discussion.
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selected.

4.5.2 Multi-Channel Security Protocol Proposal
4.5.2.1 Protocol with Bidirectional Auxiliary Channels

Sections 4.3.3.1 and 4.3.3.2 have shown protocols that can be crackedttattieer can brute-force in
real time the short code sent over the extra channel; they therefareereq least a “medium length”
code. Section 4.3.3.3 has shown a protocol that resists brute forcevitesm short code, but which is
vulnerable if the attacker can eavesdrop on the extra channel. Is iblgosscome up with a protocol
that transmits only short codes (rather than “medium” ones) on the extnaehaut, despite that, is not
broken by eavesdropping?

We developed such a protoc@dZ and presented it at a workshop (the 13th International Workshop
on Security Protocols, in Cambridge in April 2005), and fafeund it to be equivalent (in terms of prop-
erties of channels present, and protocol objectives) to one of HoépiidR proposals. It is apparent
that our independently discovered protocol has similar functionality t@ Kt protocol with the bidi-
rectional authentic channed2, Protocol 3.3 and Fig. 3]. In both our protocol and Hoepman’s prdtoco
the extra channel (which could, for example, be screen-to-camecaemrsto-keypad) is utilized for its
integrity and data origin authenticity, so confidentiality is not assumed for tlaisre.

Our protocol proposal was inspired by and is an improvement upon MANAOur proposal is
shown in Protocol Tracd.6, We aim to assure that a session key is established with the correct party.
The pre-conditions are an insecure channel having low confidentiatitjosnintegrity, and a bandwidth-
limited auxiliary channel having low confidentiality but high integrity and high datgin authenticity.

Remark : In the specific instances which we would use throughout the rest ofttaster in our protocol
proposals, the insecure channel is a radio frequency channel dadaged by ‘RF’, while the auxiliary
channel, unless otherwise stated, would be a visual channel be déydiéd

Ra andR, are short random nonceé; andKy are long noncesMy, M/, M, andM; are long MAC
values.

We depart slightly from the notation in our earlier pap203 where we had use#l to signify a
(keyed) hash. Equivalently, instead of describing this as a (keyestt) fa@ctionH, it is also desirable
and more explicit to describe this as a MAC functimnin which case th& values would be used as
the corresponding MAC keys instead of being part of the input into thedmsandom function con-

1A fellow attendee (namely Alf Zugenmaier) at the workshop subsequéntiyght to our attention HoepmanjsKE
paper P2], which was published in the preceding year.
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cerned. That means that; = H(la|g*|¢° |Ra|Ka) 1, for example, is more precisely re-written as
M1 = mk,(Ia]| ®| g° | Ra). The MAC functionmis used as a non-malleable commitmest;[52] (see
below).

Definition 4.1 : Informally, the property ohon-malleability[64] in the context of encryption states that
it is impossible to derive from a given ciphertext a new ciphertext suchtiieaunderlying plaintexts
are meaningfully related. Conversely, imalleablecryptosystem, anybody can compute an encryption
of plaintext messageinto a valid encryption off (x), for some restricted class of functiofiswithout
necessarily knowing (and without knowing the key). For example, stream ciphers and theiroee-
pad, when used without integrity protection, are highly malleable.

Definition 4.2 : A commitmenscheme is a method that allows a party to commit to a value (or mes-
sage) while keeping it hidden, and while preserving the party’s ability tealethe committed value
later. The interactions of the scheme typically take place in two phasesothmitphase in which a
value is chosen, and threvealphase in which the value is revealed and checked. In other words, the
committer party, at the commit phase, with the inclusion of some public parameters random value

r, transforms a valug into a commitment string and a decommitment value(d is usually(x,r)); he

then sends the commitmeato the receiver party. At an appropriately later time, at the reveal phase,
he sends the decommitment valliéo the receiver; the receiver will useandd and check whether he
can derive the valug from these (i.e. whether he capenthe commitment). Two basic cryptographic
properties of a commitment schemes are the followinghidgg property (the extent to which the value
chosen during the commit phase cannot be discovered), apicidtsig property (the extent to which the
value thence chosen is the only one that can be revealed during thepleasa).

Definition 4.3 : Intuitively, such a scheme isreon-malleable commitmestheme if given a valid com-
mitmentc, it is difficult for an adversary to calculate a valid commitment whose undeylgiessage is
related, which can be successfully opened when the decommitmentv@agesponding ta) is given
subsequently.

In practice, a viably efficient commitment construct can be obtained fronHMAC 2 [20; 21]
family, such HMAC-SHA-256. Roughly speaking, if the MAC used is nat+moalleable, then it is con-
ceivable that an active attacker may be able to swap the actual MAC ootpautiifferent MAC output,
for which the two corresponding MAC inputs can comprise a common norea,taough the attacker
does not know in advance the value of the nonce. Thus, in our contexiptfon of non-malleability of

1As mentioned, a hash function is not by design intended to use a segr€dewsider an attempt to use the key aearet
prefix, as inH (K|x), whereH is an iterative hash function; an adversary can extend the messagsrigleablocky, and can
deriveH (K|x|y), without even knowind< [137, Section 9.5.2]. A different attack succeeds if K is used ssaet suffix

2The structure iIMACk (x) = H((K @ opad)|H((K @ ipad)|x)) whereipad andopad are the inner and outer paddings
respectively, each of which is one block in length.

74



# | Ch Alice Bob

1 Chooses randora Chooses randotin

2 | RF i

3 | RF —gP—

4 Chooses randorR, Chooses randorRy

5 Chooses randoridg Chooses randoridy,

6 M1 = my, (Ia] 6] &°| Ra) Mz = my, (1| 6 6% Ry)
7 | RF —M; —

8 | RF — My —

9 |V —Ry—

10|V —Ry—

11| RF —Ky—

12 | RF — Kp—

13 > =mk,(ls|6°|g*|Ro) M1 =mk,(la|g*|6°|Ra)
14 Verifies My = M, Verifies My = M}

15| L —outcome—

16 | L < outcome-

Protocol Trace 4.6: Our MANA |1l variant.

the commitment requires that:

Given a commitmentrk (x|Xp), it is difficult for an adversary to generate a vaiig: (X' |xo).

Remark: Note that(x|xg) and(X|xg) arerelated the adversary has essentially arbitrary choick'cind
X', but he has no control oveg.

In the protocol, each party generates an ephemeral Diffie-Hellman@nzdue, computes the cor-
responding public key and sends it to the other party. Alice choosesriarahdomR; (step 4), a long
randomKj, (step 5), and computes the concatenatiofRofvith her identifierla and the public keys,
into a long MAC outputM4, usingKj, as the MAC key (step 6). Bob does likewise and produces a long
MAC outputM,. Next, Alice and Bob both send over the RF channel their computed MAGItsUtp
each other, which represent their commitments (steps 7 and 8). Bob mustténtiat he has received
a MAC, and only then, and not before, Alice may releBgeover the visual channel arg, over the
radio channel. Similarly, Alice must indicate that she has received a MA®mlydhen, and not before,
is Bob allowed to releasB, andKy. After all the R andK have been received, both sides proceed to
compute the MACs and verify that they match the copies they had receixlest éasteps 7 and 8.
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The length of the long MAC outputs determines the size of the complexity theoretitepn a po-
tential middleperson attacker would face for finding their second pre-imagee length of the visually
exchangedR values determines the probability or “luck” the attacker would have in chgasimciden-
tally the sameR values for the commitments as Alice and Bob might later choose.

The protocol is symmetric: steps 7, 9 and 11 prove to Bob that he is commugieétim Alice;
conversely, steps 8, 10 and 12 prove to Alice that she is talking to Bolneltet of steps is absent, the
authentication is only unilateral. We explore this case in section 4.5.2.2.

Compared to MANA llI, this protocol relies on the strong data origin authéntproperty of the
extra channel rather than on its confidentiality: wherRaralue is exchanged, we have high confidence
that it originated from the observed party. The difference is that, lm# parties must issue their
commitmentdM values before the release of any of RandK values. Therefore an attacker Carol who
manages to observe tiievalues will be too late to compromise the key agreement, because she must
have already committed to a fakéfor which she will not be able to generate a matchinhg

One may wonder why we need tevalues, if the unforgeabR values are there (ie. why use a MAC
with a secret ke), if we can simply use a hash). This is because, if there wer€;naiddleperson
Carol could otherwise intercept Alicel; in step 7 and try all possible values fgg until she found
the one that produced the correct hash. At that point Carol wouldbleet@ substitute her own keay?,
compute the hashl; = H(Ia|g%|g°|Ra) and send it to Bob. Since th® is the genuine one that Alice
will later disclose, Bob will find that thé] he computes in step 13 will match this one he received from
Carol in step 7 (all the inputs are the same). Sddhalues are there to prevent Carol from brute-forcing
theRvalues out of théV values.

If step 14 completes with successful mutual verification of the MACs, bottigsawill have high
confidence that the party from whom each has visually obtainedRthalue is the same party from
whom each has received a public key. As in the original MANA Il prolpboth devices must finally
indicate (steps 15 and 16) whether the verification succeeded or ndit:degice should only consider
the protocol run successful after receiving an indication that the pHrécipating device also succeeded
during step 14.

As suggested above, the middleperson attacker Carol has basicallytiersgapart from attacking
the Diffie-Hellman component). In the first option, she guesseR @lue, inserts a modified public key
and a MAC computed from a randadfvalue, and then hopes that the spoofed party will coincidentally
choose the sami value. The probability of this attack succeeding i$ @herer is the bit length of
theR value. Carol has less than 1% chance of success f& asishort as 7 bits. In the second attack
option, Carol inserts a modified public key and a random hash. AfteRthalue is disclosed by the
spoofed party, the attacker embarks on a search fovalue which can yield the MAC she has already
committed to. The complexity of such a search is of the ordef eft®ereh is the bit length of the MAC.
Since we saidM was “long”, this is by definition infeasible.

Thus the protocol is strong even under the model of a powerful (i.d-ahaenel) attacker who is
able to eavesdrop on the extra channel and rewrite messages on tharRtelckand in a situation in
which the extra channel can only carry a “short” (not even “mediumy)qmeed.
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# | Ch Alice (mother duck) Bob (duckling)

0 | PW Start imprinting
1 Chooses randoma Chooses randorin
2 | RF —g?—

3 | RF —gP—

4 Chooses randorRy
5 Chooses randond,
6 M2 = m, (I8 | &° [ 67| Ry)
7 | RF — My —

8 | PB —ack—

9 |V — Ry—

10 | RF — Kp—

11 5=k, (Is|g° | Ro)

12 Verifies My = M,

13| PB —outcome—

Protocol Trace 4.7: Asymmetric pairing.

4.5.2.2 Protocol with Unidirectional Auxiliary Channel Restrictions

Now imagine the case in which the devices are not peers and the visuaktlan only be established in
one direction. For example, one device is a large stand-alone screeromi¢hlecal processing power;
it sits in a shop window and displays a pre-programmed sequence of tegtaphics. The other device
is a PDA that, every week or two, uploads a new sequence into the sereeradio.

The screen needs to be imprinted to the PDA of the shopkeeper so as ¢atprayone else from
uploading messages to the screen. We assume that the PDA has a cantieeasbtgen doesn’t; and
that, owing to industrial design constraints, it is not possible to use a wirgtection between the two.
Our goal is to devise a sulfficiently secure method to perform the Resmgdauckling’s imprinting
operation in the absence of a wired contact.

Taking Alice as the mother duck PDA and Bob as the duckling screen, wetaerform all the
exchanges in Protocol Tradeb because the visual channel only works from B to A; the message in step
9 cannot be sent and this cancels out the whole subprotocol in whicltsAs@rover and B as verifier
(steps 7, 9, 11, 16 and Bob’s half of steps 13 and 14).

The bits we can still do are in Protocol Trader. After successful completion, Alice the PDA is
assured that she has established a key with Bob the screen, but Bolesewo proof that he is being
imprinted to the correct PDA. This seems incomplete, which is what makes thacplinteresting.

What we wish to avoid is for Bob to be persuaded to imprint itself to anothecel&arol. How
can this be stopped if Bob knows nothing about the device with which it is g&irin the Resurrecting
Duckling policy, introduced in180Q and formalized in 178 section 4.2.5], Bob the duckling imprints
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itself to the first mother duck he sees, whoever she is. What we wanti$éweprevent Carol from
appearing in front of Bob for imprinting before he has a chance to see.Alccrucial element of the
solution is the presence of a human operator who wishes to imprint Bob to Alice.

Although manufacturers would love to get away with a Bob that had no otpatdrthan a wireless
interface, we believe we also need at least the following:

1. away to ask Bob to start imprinting;

2. away to tell Bob whether to proceed or not, before committing to a propogethting.

These two input mechanisms must be available only to a human operator Hehaidng physical
control of device Bob. The intention is to construct a protocol that cabeosubverted by hidden
middleperson device Carol so long as human operator Hermione hasaitogsitrol of duckling device
Bob during the imprinting phase. Once imprinting is over, duckling device Boplbredeft unattended:
the Duckling policy will ensure that it can’t be taken over by Carol orarg/else unless the mother duck
device Alice first voluntarily relinquishes control.

Mechanism 1 could be implemented as nothing more than the act of switchinyioe @b when
he is still in his imprintable state. This is indicated (very poorly) as step 0 in the, ndth PW indicating
the “power” channel. Mechanism 2, on the other hand, could be implemast®ed mutually exclusive
pushbuttons (yes/no, ok/cancel, proceed/abort...) with timout, indicatedamnel PB in step 13, or
even as a single pushbutton.

The exchange presented in Protocol Trdcé obtained from Protocol Trac6 by removing the
steps in which Alice authenticates to Bolproves to Alice that she and Bob are using the same two
public keysg? andgP. Once human operator Hermione is satisfied that device Alice completed her
verification succesfully in step 12, Hermione presses the “yes” pushib(dtep 13) on duckling device
Bob, thereby ordering Bob to compute and commit to the imprintinggRRylf Hermione observes that
Alice’s verification failed, she presses pushbutton “no” (or lets Bolmdba the protocol by timeout,
which could also be utilised as a way to allow just one pushbutton rather thambddob forgets the
previous exchange and remains imprintable.

An unattended attacking device Carol, with ability to eavesdrop on the V ehand with ability to
rewrite messages on the RF channel, cannot imprint Bob to herself uhkessus alsgressthe “yes”
pushbutton used in step 13 to commit the imprinting. Even if Carol had a mechimgea that allowed
her to press Bob’s button, it is expected that Hermione would notice thisisaltbel it—that's the point
of Hermione “having physical control” of Bob.

This protocol is interesting because it seems incomplete. Alice never pheveslf to Bob. Bob
doesn't actually know with whom he paired. Something appears to be migsirthyet, it works: Bob

INote that we had to introduce a “one-hit-payload” step 8 to maintain synizaiion. Bob should only displai, after
being sure that Alice received a hash. In Protocol Traéethis was achieved implicitly by Alice having to send something
useful in step 9. Here, even though she has nothing useful to serad stathe, she must still signal to Bob, over the unforgeable
extra channel, that she received the MAC and that he can proceed.
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can only pair with the correct Alice (even if he can't recognize herabhee Hermione won't let him
proceed otherwise.

In the protocol of Section 4.5.2.1 we achieved mutual authentication with adtidimal “short” extra
channel. In this protocol we show that we can achieve the equivalsuit even with a unidirectional
“short” extra channel channel coupled with an even shorter “onentbjt @xtra channel in the opposite
direction. In a sense, Bob is delegating his trust to Alice and Hermione.

Note that this core idea (tricky delegation-based strong security equitalenutual authentication
despite asymmetric extra channel) could have been demonstrated with a mutdr girafocol if the
unidirectional extra channel had been allowed to be “long” rather thaort’s but this is true of most of
the other protocols we discussed, which would have all basically redaeeDiffie-Hellman augmented
with unforgeable transmission of the MACs of the keys.

4.5.3 Security Analysis

We summarize here for completeness the security arguments presented aatlieirther elaborate on
the third attack (which is also foiled by our protocol proposals).

We limit ourselves to a heuristic analysis in this dissertation. Security prodfite waising con-
fidence in a protocol’'s security if the proofs are well-constructed, atenatertight, as mentioned in
Section 2.7. Regarding the particular area in this chapter, farKisprotocols, Hoepmarfp] had pro-
vided security proofs for his protocols in the Bellare-Pointcheval-Ragd22] model. Vaudenayl90,
page 2] described Hoepman'’s security proof as being incomplete leepnausash functions with the
properties required by Hoepman exist. (We decided to use a MAC funetimhnot a hash function, in
our proposed protocols, whereby the former’s utility as a commitment funigtibetter understood.) In
his proposal, Vaudenay 9Q used different types of commitment schemes, and provided securitfsproo
associated with these. However, Laur et 81§ section 4.2] have suggested that Vaudenay'’s proofs may
be incorrect, and that some of the properties of his proposed commitmesttuatiions are insufficient
to assure the protocol’s security.

It would appear that a rigorous and definitive security proof in this aee@ains an active area of
research.

4.5.3.1 Attack | - Solving Diffie-Hellman Problem by Passive Attacker

As described in previous sections, a passive attacker who eavesutbp Diffie-Hellman public keys
(i.e. g® andgP) may attempt to calculate the shared secret@®®, and has essentially to solve the DHP.
The difficulty faced by such a passive attacker against in the two pristecdependent on the security
parameter of the finite group used.
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4.5.3.2 Attack Il - One-Shot Guess by Active Attacker

The active attacker in this case substitutes a DH public key and makes a comndnigatl from a
guess of the short nonce which is yet to be released. This attack, iotghexivalue of the authentically
exchanged nonce, has a higher chance of success than the Attacktechby a passive attacker. How-
ever, this is statistical, rather than complexity-theoretic. The probability afesscs around a one-shot
probability of 1 in 2 of predicting correctly the nonce, wharés the bit length of the nonce, R.

4.5.3.3 Attack Il - Brute-Forcing Commitments (and Nonces)

In the third attack option, the attacker does not have to solve the Diffie-HelfPnallem (DHP) as in
Attack I, nor have to rely on luck as in Attack Il. Let us consider the cdsthis attack against the
protocol with bidirectional low-bandwidth auxiliary channels, i.e. Protdaalce4.6. Assume that the
attacker Carol is attempting to masquerade as Bob to Alice. She subsj;ﬁland commits to somkls
before the real Bob releases the actiggl When theR, is released, Carol then needs to provide;a
which will satisfy M3 = m; (Is | gFJ |g?| Rp). Assuming that Carol has already used an incorRgdb
calculate her commitmemd;, she is now required to perform a brute-force second pre-image attack
search around™values (wheré is the bit length oMy) to recover &, value which would yield thé/s
collision. Calculating 2 possibilities in real-time (online) would be infeasible for the laigg.e. over
200 bits) of full-length MAC values, such as HMAC-SHA-256.

Let us now consider the offline pre-computation case, where as belarel substitutegB and
commits to somé/; before Bob releases the actégl Then, for Carol to be always able to subsequently
present &g, which would verify successfully, Carol would need to on averagecprapute 2 x 2"
tuples offline, so as to prepare a database witin2s having the samgf’ value and the samé; value,
and all the different possible values B§, with the corresponding, values.r is the bit length ofR,.
While Carol may be allowed to compute the tuples offline, we remark that the crityglevolved is
very large, considering the length of the full-length MAC values, furthiesngthened by that dr,.
This computationally complex offline attack, can be mounted in the said manmémnsathe protocol
we presented as Figure 2, in the paf204, whereg? andg® werenot jointly authenticated (for round
efficiency reasons), but we believe it is computationally infeasible.

This attack is even harder to mount against our Protocol T4a@esinceg? (contributed by Alice)
is part of the input for calculatinlyl,, and Carol cannot predigf accurately prior to the protocol run
being initiated, hence Carol is even unable to compute and populate thesiatifiae; she has do it
in real-time. (If she wants to pre-compute offline, she needs to furthéefwce the key space of,
which is large.) Similarly, in our Protocol Trade7, it is infeasible for Carol to pre-compute the database
offline, because? is jointly authenticated witigP.

Thus, overall, Attack Il is infeasible (for the computationally boundedeasary which we have
assumed throughout this dissertation).
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4.6 Implementations

To validate the feasibility of our multi-channel security protocols, we have im@hted proof-of-concept
implementations of the key building blocks (though not full implementations) arttbwe experimented
with two auxiliary channels.

4.6.1 Computing time

We ported the relevant C routines from the Shamus MIRAL26] cryptographic library to the Symbian
OS 7.0s used in several Nokia camera phones, we compiled them with thephegat environment of
Symbian’s Series 60 Developer Platform 2.0 SDK, and obtained veryeusabexponentiation timings.
The timings for elliptic-curve group key sizes of 160, 192 and 224 bits twlo camera-phones which
we have readily available in our laboratory are tabulated in Fig. 4.8. Eacbumsaent was obtained by
timing 1,000 exponentiations. Compared to exponentiations, MAC computatiart/dieke negligible
time. On PDAs, laptops and PCs, computations are of course even lesssetian The cryptographic
code was around 17,000 lines of C and, once compiled, occupied jugBl 28significant compared to
the phones’ 6 and 8 MB of shared memory (further expandable with MMsEa

The radio messaging (i.e. the insecure open channel) is straightforwiargdleonent using the Sym-
bian Platform Bluetooth API.

Phone/ECC key size 160 bits | 192 bits | 224 bits
Nokia 6600 (104 MHz CPU) 81 ms| 118 ms| 160 ms
Nokia 6670 (123 MHz CPU) 68 ms| 98 ms| 137 ms

Figure 4.8: Computational time per exponentiation

4.6.2 Visual Channel

2D visual code software is now widely available. We experimented with TRTP(vhich after much
further development has become ShotCdtis]), a system from Cambridge University, and also with
the open-source SDK offered by Semaco#eq, both on PCs and on our two camera phones. TRIP
was designed to allow automatic recognition (and estimation of location and ¢ioehtaf its circular
targets in a video frame of a cluttered scene, whereas the square Data (M&D/IEC 16022) targets
used by Semacode were meant to be acquired by explicitly photographitamtbieaight on; for a given
pixel size of the acquired target, therefore, Semacode tags, as sh&im Hh9, carry many more bits
and are better suited to our security application in which we would want thhedaperform an explicit
acquisition operation instead of letting the software grab any code it lodks on

Measurements were taken of the maximum capacity of the phone-to-pharaé efignnel by en-
coding progressively longer strings as Semacode tags of increaselgpint, displaying them on the

81



Figure 4.9: Machine visual channel: Semacode transfer from laptop tdepbione

Nokia 6600, acquiring them with the Nokia 6670 (the device with the better egraad recording the
largest size at which they could be transferred reliably. It took onaaeeb seconds to acquire each
frame, and this was repeated 10 times for each frame, and we recordathtber of successes for each
size. We did not perform extensive usability tests, but it may be expeaéd tasual user would have
a somewhat lower success rate than that which we ourselves had estjistaur results are tabulated
in Fig. 4.10. The first column gives the total number of rows and columns ivengsemacode tag.
Using the Data Matrix specifications, the data payload supported for egdiz&is then calculated by
subtracting away the Reed-Solomon error-correction codewords.

The largest frame could be transferred reliably, i.e. with at most onedaiutO trials, was 14 14
pixels (12x 12 = 144 non-border pixels, of which 80 were used for Reed-Solomon eoreection), car-
rying 8 codewords and taking 2 further seconds to decode on the &&r8uaccessful acquisition. With
the 6-bits/codeword ASCII-based encoding imposed by the API, whigsttheadefault, this meant 48 bits
of payload, though theoretically 8 codewords could carry up to 64 bitagbad (at 8 bits/codeword).
With today’s hardware capability, 48 bits (assuming only a single cameralsoiafszame is used, not
multiple frames) can be considered to be just about feasible to be brotdfby an adversary if that
were used as a public-key fingerprint, as in the protocol describeddtio8et.3.3.2, but are quite safe
if used according to our Protocol Trace 4.6. At 8 bits per codewordyi¥dmay not even give very
much more margin. The largest frame for which at least one transfeif @0tgiill worked was 2 22,
carrying 180 bits of payload at 6 bits/codeword.

Under the circumstances, it would seem that the particular limiting factor walsenesolution of the
acquiring phone’s camera (115864), nor the much lower resolution of the source display (.268),
but the absence of a macro facility: at least 8 cm was needed for thet&é8G€us and at that distance
the 6600's screen was too small to allow the high density Semacodes to beedagotd decoded.
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Total row x col | Success| Failure | Data Payload | Data Payload

(if 6 bits/CW) | (if 8 bits/CW)
12x12 100% 0% 30 40
14x14 90% 10% 48 64
16x16 80% 20% 72 96
18x18 70% 30% 108 144
20x20 70% 30% 132 176
22x22 50% 50% 180 240
24x24 0% | 100% 216 288

Figure 4.10: Semacode Acquisition: Nokia 6600 Screen to Nokia 6670 @amer

Total row x col | Success| Failure | Data Payload | Data Payload

(if 6 bits/CW) | (if 8 bits/CW)
36x36 100% 0% 516 688
40x40 90% 10% 684 912
44x44 80% 20% 864 1152
48x48 80% 20% 1044 1392
52x52 0% | 100% 1224 1632

Figure 4.11: Semacode Acquisition: Computer Screen to Nokia 6670 Camera

It is possible to successfully acquire much larger codes with the 667@tahdes of 15 to 30 cm,
from the LCD display of a laptop. This is tabulated in Fig. 4.11. Results fromtapaLCD screen and a
21-inch desktop LCD screen are, for all intents and purposes, imailas The largest frame transferred
here with at most 1/10 failures was 4010 pixels, carrying 912 bits at 8 bits/codeword, but it took 10
seconds to decode. Such message capacity is sufficient to defeafbcetattacks.

Most Japanese phones are equipped with macro lenses and automatiwadly @R Code (ISO/IEC
18004). It can be surmised that if visual codes become widespreadfawturers would make phones
everywhere macro-capable. This would allow the phone-to-phonddranfsvisual codes long enough
to act as full public key fingerprints, defeating the Man-in-the-Middle &tawithout requiring multiple
camera frames.

4.6.3 Melodic Audio

We also experimented with transferring a random nonce from one devamotber by playing a short
monophonic tune. The audio channel provides some integrity, as it is tiatldef attacker to interfere
without being detected by the human operator. Data origin authenticity is sttoagly guaranteed as
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by the visual channel (sometimes it is difficult to detect where a tune cam® foat it is still better
than with radio. There is clearly no confidentiality, since any attacker ineaag hear. Speaker and
microphone are cheaper than LCD and camera and, especially on tbe sila, smaller; this may make
them more suitable for certain ubicomp gadgets. It is also harder for thratopéo miss the fact that
a transmission is taking place, which may be good for security but sometime®basability. We
attempted to address the latter point by making the tunes more pleasant.

Our prototype algorithms generate 3.5-second monophonies: valuescaded in the pitch of the
notes. We did not explore the limits of the transmission range but with commoddwhees (external PC
speakers and mobile phone microphones) we repeatably achievedadrol €rrors over a room-scale
distance of two metres (no failures over 10 trials, without error correction

We sought musical guidance and developed three monophony genakarithms, outlined as
follows:

1. Randomly choose notes from an octave.
2. Randomly choose notes, but only from the C major scale.

3. Randomly choose notes as in (2), but additionally, restrict large elsangitch between consec-
utive notes.

We also paid attention to reducing the amplitude of the signal (‘shaping’ thalsighen a preced-
ing note ends and the following note begins in a tune, so as to smoothen thidnagrend avoid excess
harmonics. In informal usability experiments with 14 human listeners aged ) toe3let the subjects
listen to a set of monophonies which were generated by the three algoritttaradtomly ordered.
The subjects would then give each melody a “pleasantness” score afeao$d (worse) to 10 (best),
and they were allowed to replay each melody to listen again if required. éndsw order, the algo-
rithms received “pleasantness” scores averaging 3.1, 4.7 and 5egtigsfy. This revealed a significant
preference for the third algorithm.

It also illustrates a not unexpected security-vs-usability trade-offtHersame melody length (i.e.
7 symbols transmitted over 3.5 seconds), our most listener-friendly schemalgorithm 3) gives an
entropy of around 15 bits per tune, while the least listener-friendly scliemeilgorithm 1) provides
25 bits per tune. Human perception of aural pleasantness is quite subjertn subject to cultural
influences. Some listeners may like listening to Western classical music, othgemefier more trendy
pop tunes, and there could very well be biases along age-group addrdmes. There would be scope
for further research in determining algorithms for generatiigh-entropybut pleasant melodies; this
would be an art as well as a science.

4.7 Future Directions

The work which we have done in the past three years in this area had nuh® be well-aligned with
practical industry concerns. Various industry consortia have recessised proposals which now make
use of various channels, in addition to legacy confidential passworthela
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Among them, in 2006 the Bluetooth Special Interest Group issued a “Simpled&ifhitepa-
per” [3(] for the Lisbon release of Bluetooth: it introduces “Out-of-Band” ahdifneric Comparison”
methods that use commitments and visual checks of short codes (in additiotacing asymmetric
cryptography). The “Certified Wireless USB” specification includes Assbciation Models Supple-
ment” [82] featuring the “Cable Association” method (contact-based) and the “Nuar@@mparison”
method (visual comparison, after commitment). The Wi-Fi Alliance has alsolafee the “Wi-Fi
Protected Setup4], featuring a network-based “Push Button Configuration” method basedsual
comparison as well as optional “Near Field Communication” (confidentiaitgiange) and USB (secure
contact-based) methods.

Clearly, advances in hardware have meant that public-key-basegigkegments are no longer out
of the question for pervasive devices, and would be increasinglyiregfjto resist trivial eavesdrop-
ping attacks by more sophisticated attackers. Auxiliary channels would tesasingly used to assure
authenticity and defeat active attackers.

We believe that multi-channel protocols would be a worthwhile new field &fae. We need more
precise notions of channel characteristics and the attendant attapksilitg. The practice of protocol
design would certainly improve in step with these. Further formalizations amgplegity-theoretic
analyses would help bound the security offered. To help reseangtwtype these schemes, software
and hardware components34 which standardize interfaces, would certainly be most useful.

On the usability front, there remains much work to be done to find intuitive aadfiiendly schemes
to bootstrap security in pervasive environments, from among the divassithannels and human-
mediated action possible. No matter what type of auxiliary channel or humaatmadaction is chosen,
it is worth emphasizing that excessive demands should not be made omtae heer; the required user
action should be as simple, intuitive and pleasant as possible.

Further afield, the research has raised for us other interesting quetiar as: how far into a device
may the endpoint of a channel be considered to really extend — this ismefev&nowing how widely
the channel properties hold, and for understanding the assumptionsalautethe hardware, software
and component partitioning; another example: for simplicity we have moreoctesidered the device
and the human owner-operator as as single entity, say Alice, but woull bleelbenefits in making a
greater distinction between the two; and yet another question: what ifieedgwpports multiple users
(like the shared multi-user workstation in today’s office environment)?

4.8 Summary
Our contributions:

e We highlighted the shortcomings of previous approaches in designingptsfor key agreement,
and proposed greater explicitness in describing and using the propegjexially since channel
types are often diverse in a ubicomp environment. We call our developmemisti-channel
protocols’.
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e We showed how existing protocols may be attacked, especially when assusn@garding the
channel properties, and linked to that, the attacker model, are flawed.

e Using channels with authenticity (but without confidentiality), we indepetigeleveloped a se-
cure two-party key agreement protocol for the ad-hoc scenario.

e For the case where the medium-bandwidth authentic channel available tatbegbdesigner is
merely uni-directional (not bidirectional), we have developed a two-pgayagreement protocol
with strong security, that is equivalent to having mutual authentication viaglstitinal authentic
channels. We may well be the first group to propose such a protocol.

e In particular, we have highlighted and showed the powerful use of ttfeeatic single-bit-per-
message authentic channel (-which seems to have escaped the noticer géséarchers in this
field). This advance supports our thesis that explicitness in considehigugnel properties is of
substantial benefit for protocol design.

e We carried out proof-of-concept implementations to validate some of apogals, and obtained
results regarding computational speeds on handphones, operatianroatihine visual channel,
performance of the melodic audio channel, and some usability issues tdletaese.

We believe that our ‘multi-channel’ way of thinking is suited to (and perhapsdue for) improving
the design of protocols, especially in the ubicomp environment, where theéneersity in the types of
channels available, such as infra-red, visual, audio, etc, instead ofitmmel type being uniform such
as in the wireline network case.
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Chapter 5

Group Key Agreement using
Multi-Channel Security Protocols

5.1 Outline

In very similar circumstances to the two-party case, several participastisrepossession of a pervasive
device may wish to establish a group-wise secret session key for comrtiomsca

For example, a group of people in a face-to-face business meeting wisbtézipmulticast trans-
missions among their mobile phones or laptops. Since they are all there togle¢hproblem appears
at first trivial. Can’t one of them just broadcast a random key toyame around? No, because people
outside the room might overhear it. Can’t he write the key on the whiteboamllfto see? No, because
firstly we assume that a good key will be too long to transcribe, and sectimellgpy with binoculars,
or the cleaner, will also learn the key. And also because, in both casds\ths generated by only one
participant.

Our aim is to build acontributory(see Section 5.3) protocol that will produce a strong shared key,
known only to the people at the meeting, even in the presence of activeestamk the radio channel
and passive attackers on the other channels. How can the protooghize who is at the meeting (for
the purpose of excluding others)? Some previous group key agrepnoémtols have assumed that all
legitimate participants share pairwise keys. Some proved to be vulnes@lE]; 157 .

We developed two protocol203 204]. Our protocols have no need to recognize pre-established
shared keys: they recognize the participants by the fact that they caano#l button presses on each
other’s devices during the protocol’s run. They are therefore inegnt multi-channel protocols that
exploit physical presence, suited to the pervasive computing scerfaaio ad-hoc group of human
participants equipped with personal devices.
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5.2 Related Work

For two participants, the 2-party Diffie-Hellman key exchange is well-studi€ler the years, re-
searchers have made multi-party extensions to DH for group communicali@rés[ 181, 182. Some
use passwordsg[ or public keys 03 to bootstrap; others make no assumptions about the topology
[91]. But straightforward multi-party extensions to the 2-party DH can turnuigls vulnerabilities
[151, 152.

The use of auxiliary channels in key agreement has been also studidanzBet al L5 assume a
high-bandwidth auxiliary channel, and Gehrmann et78] pssume that the channel is low-bandwidth
but confidential. Hoepmar®g], and our earlier work202 refute the common implicit assumption that
the auxiliary channel is confidential. These work on auxiliary channels havered mainly the 2-party
case, and only very briefly the multi-party cag®][

Asokan and Ginzboord8] gave a good overview of different topologies for ad-hoc multi-party ke
agreement, and provided password-based solutions. Their firstcptagoa multi-party extension of
the 2-party EKE 25], and the group has a ‘star’ topology. They modified it to make it ‘contrifyito
The second of their protocols uses a Diffie-Hellman type of key agreemvéetge the group topology is
essentially a linear chain. Their third protocol uses DH multi-party key exgdan a ‘Hypercube’]g].

The drawback of using passwords lies not principally in the limits of human nadnility, since the
password would probably be disclosed to all participants immediately befenertttocol is run. The
main problem is the presence of an eavesdropper on the channel dntinjgassword is shared, be it a
visual, audio or other channel which has no privacy. As mentioned inrdeegding chapter, this problem
had been raised by Hoepmad?]. This weakness extends likewise to multi-party computations. If the
password is compromised, then the password-based protocols artnaliahle to active attacks. Apart
from that, Asokan and Ginzboorg's second protocol is relate@ligues which is susceptible to an
interesting generic insecurity, to be considered in a subsequent section.

The work by Creese et alb0], Nguyen and Roscod 7] and Valkonen et al.188 are some which
have similarities with our work in multi-party key agreement using auxiliary ceEpossessing authen-
ticity. For these, and for most of the multi-party protocols in current literathey assume homogeneity
(all devices using the same types of channels). We remark that it may adieallgo worth considering
heterogeneous channels in a group of diverse devices.

5.3 Security Requirements

We present the definitions of several security properties that arearglgyour discussion on vulnerabil-
ities of group key agreement protocols.

Definition 5.1 : A key agreement protocol isontributoryif each party contributes equally to the key
and guarantees its freshness.
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Definition 5.2 : A key agreement protocol tentralizedf key generation is performed by a single entity;
typically the group leader.

Definition 5.3 : A key agreement protocol gartially contributoryif some operations result in contrib-
utory, and others in centralized, key agreement.

(Based on these definitions, the Cliques protocol sii82[is partially contributory.)

Definition 5.4 : Implicit key authenticatiofs the property that one party is assured that no other party
aside from a specifically identified party may gain access to a particulastdemy.

Definition 5.5 : Perfect forward secrecig the property that the compromise of long-term keys does not
compromise past session keys.

Definition 5.6 : Resistance to known-key attaskthe property that compromise of some session keys
does not allow compromise of other session keys, nor allow impersonatian agversary.

5.4 A Straightforward Multi-Party Extension of Two-Party Diffie-Hellm an
Protocol: Cliques

The Cliqgues Group Key Agreement protocol suite was developed by Stefred [182 183 in the
late-1990s, and underwent successive refinements. The protontiefines an entire set of key agree-
ment for dynamic groups, with an Initial Key Agreement (IKA) stage, amdaxiliary Key Agreement
(AKA) stage to provide for subsequent subgroup and single membeatopes. It is a Diffie-Hellman
‘multi-party extension’, as it was reasoned that the 2-party DH problemwell-studied, and the key
establishment is contributory.

There are many variants in the Cliques family, some are basic group kegnagme(GKA) protocols
which are secure against a passive adversary, others are awteshtitcoup key agreement (AGKA)
protocols which are secure against an active adversary. In the laitgr gf variants, the group members
are assumed either to initially share strong secure pair-wise secrets wittotigelgader, or else they
initially share pair-wise secrets with all other members.

The topology is basically a linear chain structure, and during the IKA stage,— 1 parties expo-
nentiate (also known as providing the required ‘services’) certain imnudssend the outputs along to
the next group member down the ring. Tt member, who is the group leader/controller, would pro-
vide his required ‘service’ and carry out either a broadcast-ef unicasts to the same effect. Cliques
is actually apartially contributory protocol, because not all group operations require ewvibutions
from each member.
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Fig. 5.1 shows the message flow topology for a group size of three for@eA,case at initial key
agreement. (Note that the bottom horizontal line is part of a two-headed. arr

g2,d1,d1"2

g23K13, gf173Kzs

Figure 5.1: Cliqgues A-GDH.2 with 3 Members

We next overview the Cliques IKA computations. Each group merwheelects a random key con-
tributionr;. For the AGKA variants, it is also assumed that the group leddigghares with each of the
other membersyl;, a pre-established secret Key:.

Round i (1<i < n):

Iyt

Mi—Migg o {a 5 [jeLi]}, a™
Ci,la e >Ci,jaci,j+l
G

Either GKA - Round n :

My =AM {o 7 i€ [Ln—1]}

Cn,l» e aCn,nfl
Cn
Or AGKA - Round n :
r1--nKin
Mh—AlIM; @ {a & |ie[ln-1]}
Cﬂ,1> : ,Cn,nfl
Ci

90



Key Computation :

GKA :Sy(Mi) = {a @}

r1--mKjnf K;_ll

AGKA :S,(Mj) = {a~ 1

In roundi, M; would generate and submit ?d;. 1 a set of exponentials — we write these as
Ci1,---,Gij,Cj+1. If these exponentials are concatenated, they can be represen@d by round
n, M, would add its contribution and broadcast the set of partial keys td;&l For the AGKA case,
the pairwise keys would be used to exponentiate as well. On receipt ofdhddast message, the- 1
members can calculate the group k8yas shown above.

5.4.1 Some Generic Attacks on Group Key Agreement Protocol ligues

Pereira and Quisquatet§1; 152 have discovered and proved generic insecurities of Cliques AGKA
protocols, whenever the group size is at least 3, using formal methbéy.fdund that the implicit key
authentication (IKA) security property, for instance, is not achieved.

Consider a group size of 3. Say, the intrudér wants to fool membeM,. M1, M, andM3 are
legitimate participants in the first protocol run, whitg, M, andMs are participants in the second run.
In the secondrun, M, replaces the input values dfs's r3K 3-service andsKa,s-service with a random
value he knows, say. M then broadcasts™ss andaY K2, M, replaces the input dfl,'s ro-service
with a¥'sKi2, thenM, would senda¥zXis"2 IntruderM, hears this, and can exponentiate it Hgygl to
obtaina¥"s™2. He now has possession of a p@i¥"szs, a¥"s"2). Finally, M; replacesa""3zs with q¥"s<23
in Ms's broadcast message in tfiest protocol run. M, would be fooled into computing¥™'2 as the
group key, whichM,; knows, for the first protocol sessiol, ends up sharing a key with the attacker,
hence the IKA property is violated.

Attacks on other security properties were also described by Pereir@uaisduater 151, 157,
namely attacks against the perfect forward secrecy and resistancevio key attack properties.

Briefly, in the first attack, say a long-term pairwise K€jy; is compromised by intrudevl;, and he
can replace the input of thgK;s-service witha"2, WhenM3 addsr3 to the sub-key and broadcasts it,
M, can hear the message senktg and he can compute the kait'2"s established betweévl, andMs.

In the known-key attack, two protocol runs are required. In the finst¥, modifies the input of the
rsKis-service toa'2. M, andMj3 share the kek = a''2"3, while M1 computes the kel = a2,
We assumd is compromised by,. In the second run, each member generates new contributns.
modifies the input of thesKi3-service toa""2"s (known from earlier), and also alters the cardinal value
a2 to a'1r2"3K1s (overheard earlier)Ms then computes the group keylgs= a"2"sK13"3 and at the same
time also sendM; the sub-key""2"sK1"s which are equalM; hears this, and now can impersoniste
to M.
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5.5 Multi-Channel Security Protocol for Group Key Agreement |

We re-visit the assumptions underlying the Cliques design. It is observibe IAGKA variants that
strong pairwise keys are assumed to have been pre-established béteregoup controller and the
n— 1 members, or even among all members. Applying these keys in Rousianeant to achieve
authentication. One may guess that these keys must have been estahfishatienticated 2-party DH
between pairs of members, before the AGKA process.

Despite the presence of these keys, the designers decided not tonusat@mal cryptography. In
retrospect, we consider this is an unnecessary barrier for achiewihgrdaication. Encryption is today
not a prohibitively costly operation, and some MACs use cipher algoriththemtcore. We highlight the
curious situation of not leveraging these keys in conventional crypgpbgrto guarantee confidentiality
and authenticity.

Our contribution 03 is to address the vulnerabilities mentioned earlier, with recourse to auxiliary
channels. We argue that the auxiliary channels often exist in a pegvasinputing environment, though
they have often been not well-recognized or well-modelled, but may nolevasaged profitably to
bootstrap authenticated group key agreement.

Our approach is to augment both Rourahd Rounch with auxiliary channels.

Protocol Objective : To assure implicit key authentication, perfect forward secrecy asidteace to
known-key attack for contributory group key agreement under comditod an active adversary operat-
ing on the open channel.

The MACs used in our solution are keyed from randomly generated Réyesbasic building block
is derived from the surprising result of the asymmetric pairing situatiomgivérotocol Trace 4.5 in
the previous chapter. We adapt that to Rounfithe original protocol, as shown in Fig. 5.2.

li andli 1 areM;’s andM;. 1's identifiers respectivelyM; chooses a short random noriRe a long
one-time keyK;, and produceMAG based on

MAG = MAG(li|li+1]G|R)
It is worth re-emphasizing that our protocol is predicated on the followssgilaptions:

1. Auxiliary channels (such as ‘visual’ and ‘pushbutton’ channels$spssing the property déata-
origin authenticity exist between group members.

2. The adversary acting on these auxiliary channels is limited to fpessiveadversary, who can
eavesdrop on messages but cannot modify them.

The protocol does not rely on long-term passwords (as in Cliques AGiAthe confidentiality of
the auxiliary channels (as in MANA III10]). Values visually exchanged this way today run the risk of
being eavesdropped by pervasive CCTVs, as highlighted by Fig. 4.8 jprévious chapter.

92



#| Ch| M msg M1
1| RF — G |MAG —
2| PB «— ack—
3|V —-R —
4| RF —K —
Verify MAG
5| PB «— outcome-—

Figure 5.2: Augmented Round

Re-using the terminology presented in Chapter 3, the column ‘Ch’ refersettyfie of channel
utilised. The ‘RF’ channel has high bandwidth, but is vulnerable to aneaetiacker, who can eaves-
drop on as well as modify messages. The V' refers to a low-bandwiditlirectionalvisual channel of
limited bandwidth, commonly found in devices as a screen and keypad, dadiimgctwo human oper-
ators. The ‘PB’ channel is a ‘push-button’ unidirectional channdl ihallowed to have bandwidth as
low as 1 bit, and whose operation is also mediated by human operators.usedme same V' channel
too if providing an additional channel is expensive. Under the assunspiibelieve:

Proposition 1: The advantage of an active adversary who modif@8MAGC } and attempts to fod¥;, 1
into believing it is fromM;, is of the order of the probability d¥l, correctly guessing,, i.e. the inverse
of R’s length.

Proposition 2: The advantage of a passive adversary who attempts to compute the $essioomC;
is of the order of the Computational Diffie-Hellman problem on the group.

Thus, without requiring a confidential channel, nor pre-establishedise keys between members
M; and M;;, the augmented Roundguarantees the data-origin authenticity of the exponentials. An
active adversary cannot re-write a cho§gat will, required for an attack.

Proposition 3: On successful completion of a RoundM;.; has assurance that the receigarigi-
nates from a human-verifiable membdrwith high probability.

In a similar vein with Fig. 5.2, we can augment the Cliques IKA's Roondth the trace in Fig. 5.3.

Successfully verifying the authenticity bf,'s multicast message requires- 1 ‘ack’ andn— 1 ‘out-
come’ messages to be properly transmitted and registered via human-Verfiaand ‘PB’ channels.
M, must wait for all the ‘acks’ to be received before releadifyg This series of protocol steps assure
thatC,, cannot be modified.

Having data-origin authenticity enforced on the point-to-point Roumegssages, and the multicast
Roundn message, renders these messages unforgeable by Pereira etval'adaisary, and completely
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#| Ch | M, msg All M;
1| RF —Ch|MAG, —
2| PB —ack —

PB —ack_1—
3|V —Ry—
4 | RF —Kn—

Verify MAG,

5| PB < outcome —

PB «— outcomg_; —

Figure 5.3: Augmented Rourd

foils the attacks.

Proposition 4 : If C's and G, cannot be modified by an intruder without detection, then the attacks
against the Implicit Key Authentication, Perfect Forward Secrecy arsisRace to Known Key Attack
properties cannot succeed with non-negligible probability.

The augmentation of Roundis in fact recommended more for the GKA scheme (i.e. no pairwise
keys) than for the AGKA scheme. Doing so yields the twin benefits of saviagdmputation and la-
tency of at leash— 1 pairwise key establishment rounds, and transforming an othemwaghenticated
scheme into aauthenticatedscheme.

55.1 Costs

Enhancement to security notwithstanding, the disadvantages of the teelimidude the increased la-
tency per round and increased user intervention. The increasedylasenttigated by the fact that
the scaling per round is by a constant factor. The attendant messagéexitynipas been necessarily
increased, though this is not usually a significant performance metric.

Topology-wise, the proximity requirements of the auxiliary channels entdiktieagroup members
be arranged in a form of a physical linear chain, so it is not just thatoedf group key contributions
is in a linear chain. In other words, each successive meibearneeds to be positioned to be within a
human visual range d¥l; that allowsM;_1's human-owner to distinguish the visual message transmitted
in message 3 of Rouridcby M;.

Hardware requirement-wise, as auxiliary channels (such as screekegpad) are often already
present in devices, provisioning this should not be a major barrier.
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Strong security can also be achieved via an alternative method whichrisgs/public key pairs for
signature and verification, as described, for example, in the schemetnfidd Yung 103. However,
this is achieved through higher computational complexity, compared to MAQilesittns which are
cheaper.

5.5.2 Augmented Group Operations

Group membership is often dynamic. Members can leave or join, sub-gnoayp$eave or fuse. Aug-
menting with multiple channels allow all the group operations defined in the oriGiliies suite, such
as member addition, mass join, group fusion, member exclusion and sulegaugion, to be essentially
retained.

5.6 Arbitrary Topologies

Though the first group key agreement protocols are designed fanadeneous broadcast medium (such
as the Internet, or radio), topology has evolved into a subject of intbezstuse of round efficiency
reasons. In multi-channel protocols, we are interested in topology nefffioiency reasons, but for
reasons of convenience, since different channels may have diffengologies; data-origin authentic
channels are often limited in reachability.

5.6.1 Star

Asokan et al's first password-based protocol 8 jises a star topology in the radio channel. Using
multiple channels by overlaying a star topology of bidirectional data-origthemtic visual channels
[202), we can do away with passwords and turn this protocol into one whiclsistaat to an attacker
who eavesdrops on the visual channel.

5.6.2 Hypercube

The Hypercube ProtocollB] reduces the number of rounds to approximately,(n) wheren is the
number of members, through having members perform 2-party DH exebargl successive 2-party
exchanges with the resulting key residues. Applying multiple channels to tk, reember needs to
havelogy(n) bidirectional data-origin authentic channels with his required DH part§éng Tree Group
Diffie Hellman (TGDH) Protocol 106 has somewhat similar topology to Hypercube.)

5.6.3 Octopus

The Octopus topologyl] comprises a d-dimensional hypercube Bffi@embers in the centre, with the
rest of the members in the ‘tentacles’. Applying multiple channels to this, each eneémthe centre
requires a number of bidirectional data-origin authentic channels eqdagdltes the number of its own
tentacles.
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5.6.4 Tree

Burmester and Desmedt’s tree-based sys@&fuilds a group key using just broadcasts, secure against
passive adversaries. By applying the Augmented Raoufficom Figure 4) to this scheme, we can trans-
form this into an authenticated scheme secure against active adversaries

5.6.5 Topology Constraints

For the proposed group key agreement protocol run purely on amrapi@é medium, as long as a roll-
call is performed and all members are within easy radio range, it can bettsatethe relative spatial
arrangement of members is unimportant, and for an given topology, eattihéns position on it is
largely unimportant. But for multi-channel protocols, relative proximity and-lf-sight impact con-
venience and usability. Thus, it may be surmised that for our first pezpasulti-channel group key
agreement protocol, it ought to be used together with algorithms that cadedbe best topology and
how to populate participants as nodes on the topology.

5.7 Efficiency and Usability Considerations

In terms of usability however, there needs tael unidirectional authentic channels (from memivkgr
to membeiM; 1 wherei goes from 1 ton— 1), andn— 1 single-bit pushbutton (authentic) channels going
in the opposite direction between the same members. Furthermore, theréaieeds- 1 unidirectional
authentic channels, or a single broadcast authentic channel, fronotifelgadeMy, to all the rest of the
members, and a single-bit pushbutton (authentic) channel in the oppositdatir(essentially meaning
a pushbutton on the group leader device).

While the security of the scheme is strong, because the origin of each kéybation is authen-
ticated and verified, the total number of channels required is high. Opgredich of these auxiliary
channels exacts extra latency, and penalties in terms of convenienceadility

We consider that it would be possible to make the whole group key agreenmeatmodular, by
separating the distribution of key contributions into one phase, and movirigyhauthentication into
a second phase. In other words, we could let participants distributedkesitiutions and compute the
shared key through a non-secure scheme in the first phase, but ecthvedsphase we would verify each
member’'s computed key. We will explore this in the following section.

5.8 Multi-Channel Security Protocol for Group Key Agreement |l

Our second proposed scher284] runs after the completion of a GKA to allow all participants to check
whether they have computed the same groupgdkey . In other words, it can be thought of as a group
key confirmation roundfter an unauthenticated group key is calculated. Our proposal is shown.as Fig
5.4. All the attacks of Pereira and Quisquater are countered by this scheme
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Topologically, after having used a linear chain for the GKA, for the veatfam we now have a “star”
structure in which the varioud; (for i € {1,2,...,n— 1}) only talk back toM, and not to each other,
while the last membek,, broadcasts to all others. For the low-capacity authentic channel (eem wh
M; takes a picture oMy’s screen), it may be possible to use a broadcast (e.g. by connddiing a
projector) but, if not, iterating a point-to-point transmission to elglwould also work. For the one-
bit-per-message authentic channel in the opposite direction (e.g. whenrttenloperator presses the
“OK” or “Cancel” button onM, based orV;’s result), it will be necessary to repeat the point-to-point
procedure for each member, as well as keeping track of wtjdl causing this button press.

# | Ch M, msg All M;
1| RF —MAC (I1,l2- - Ih|F (g2 ™) |R) —
2| PB — ack —

PB — ack,_1—
3 | Auth —R—

Auth —R—
4 | RF —K—-

Verify MAC

5| PB < outcome —

PB +— outcomg_; —
6| PB —outcomeg —

Figure 5.4: Multi-Channel Group Key Agreement Il - Validation of Computeg

First, M, broadcasts a keyed commitment MAQ;, 1, --1,|F(g2™)|R) to all M; (wherei # n),
using the high-capacity channel vulnerable to the Dolev-Yao attackee Hg is a pseudorandom key
derivation functionR is a short random nonce atdis a long random MAC key. Then, after all the
M; devices acknowledge reception of the broadcast (using the authegtigitgper-message channel),
My releases the nonde and the keyK to all M;, over the visual and radio channel respectively. Each
M; then recomputes the commitment, verifies whether it matches the one receirellfrand reports
the answer tdvl, over the one-bit authentic channel. Finally, after receiving evergargortsM, tells
everyone, over an authentic channel (which needs only carry ormitb@ould be the visual channel,
because it can do broadcast, instead of the pushbutton one), whethatltteported success or not. If
even a single verification fails, the protocol will abort.
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5.8.1 Advantages - Efficiency and Usability

Our re-use of our earlier construction make this protocol slightly moreigffithan any other compara-

ble one we found in the literature, including that of Valkonen etE8. Compared to their proposal,
our proposal uses fewer hash computations, and fewer radio mess€agaparing our second proposal
(this Section 5.8) with our earlier proposal (Section 5.5), the secondgabpoes not require point-to-
point authentic linkdbetweermembers, other than authentic group-leader-to-group-member links. Our
protocol proposal illustrates the usefulness of making channel modeXpigiein protocol design.

Note that, in message 3, if— 1 unicasts are used instead of one broadcast, these unicasts don'’t
necessarily all have to take place over the same type of authentic chédrthelM; devices are hetero-
geneous, they may each use their preferred auxiliary channel (categpad, audio, near-field, contact
etc.), so long as it meets three requirements: it offers data origin autheritioffgrs sufficient capacity
to transmitR, andM,, can act as a source for it.

5.8.2 Security Analysis

In this second proposed protocol, we assume that group members aratswbtiy indicate an error if
their calculated MAC output does not verify correctly. In other wordsa group member, if you found
that your MAC output calculated before executing Step 5 does not matdofiyeyou have received in
Step 1, then you would raise an alarm. You would not keep mum and indicatessy otherwise you
would be essentially shut out of the encrypted communications which wowgcptake later.

For the active adversary who substitutes the MAC value destined to a perticembeM; in Step
1, his probability of success in getting the MAC to verify correctly later is addD(2"), wherer is the
bit length ofR. In other words, it is a one-shot guess at the valuR. T his is related to that in Protocol
Traces 4.6 and 4.7 in the previous chapter.)

Suppose the active adversary modifies copies of the MAC value samumber of members. He
does not improve his chance of success by varying his guess Rfiilleie across thesemembers. This
is becausall of the (n— 1) MAC verifications have to succeed for the whole protocol run to indicate
‘success’ to the legitimate participants; if even a single verification fails, tbwgpol run will indicate
‘failure’ and simply abort.

Therefore, the performance of the attack against the protocol is dgmaihequal to:

n-1
Z Pr(verification success with N
|

Instead, the performance of the attack is, roughly speaking, equivalen

n-1
|_| Pr(verification success with 1
i
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It is to be noted that we make the assumption that the group leader is honie$tjsuleasonable in
a real-world situation. If the group leader is actually dishonest, he maydi#acent MAC values and
K values to one or several group members, such that they could verifgctgrtheir MAC calculated
outputs when using the correct revealRa@s input, even though their copies of the computed group
key may be incorrect. This can happen if the group leader is malicious,MmIsothe insecure (radio)
channel, and he wants to partition the group of members into sub-groupsiffétieidt computed group
keys. We assume the group leader is typically chosen with more care, sotivigial vulnerability is of
little concern.

5.9 Future Directions

Work remains to develop provable security arguments for the group settimgltitchannel security
protocaols (i.e. security proofs). Since more than two participants are ed@tvsuch multi-party proto-
cols, we would reasonably expect that the proof strategies would beaoiomglex than for the two-party
case. We have already previously seen how the original Cliques pfstat® (which was designed for
just a homogeneous network environment) was finally found to have s@ullgity flaws, years after it
was proposed — secure multi-party protocols are not straightforwaedsrns of two-party protocols.
Thus, we think that there might yet be surprises ahead when reseanobestigate more carefully the
security of multi-channel protocols for groups.

In the meantime, we believe that with our proposal(s), it would be feasibleisalole to bootstrap
a group secret key among multiple devices utilizing multiple auxiliary channesfypleich is at least
secure on the basis of heuristic security analysis.

Just as in the two-party case, and perhaps even more so for the greeipncuch usability studies
remain. It would be necessary to determine how groups of individual&vitmieract and what would be
the most user-friendly way to bootstrap a group key in a ubicomp multi-chanmgbnment.

5.10 Summary

Our contributions:

e Using ideas first advanced in the previous chapter for two-party multietlasecurity protocols,
in this chapter we present two protocols to bootstrap key agreement injggfabicomp devices.

e Our proposals help address recently found security flaws in an exigtig ¢ey agreement pro-
tocol suite, namely Cliques. The protocol suite can be strengthened byfiteirg with the sug-
gestions in our first protocol proposal, which authenticate the origingyptkntributions at each
and every round.
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e We have shown how our first protocol proposal directly helps stremgtiroup key agreement
protocols with linear-and-star topologies such as Cliques. Our protogpbpal can also be easily
adapted to other group key agreement protocols having topoldifiesentfrom Cliques, thereby
strengthening them against active attacks.

e Separately, instead of authenticating the origins of key contributions htreaad, it is in fact
possible to obtain security by confirming that all members have computed thegsanme key
in only a final round; we present this in our second proposed protatel further suggest that
diverse, heterogeneous auxiliary channels (eg. visual, audio, BeCcan be simultaneously
used in one protocol run for a group of ubicomp devices to bootstrdpasgooup key.

Thus, we have shown that, by using low-bandwidth authentic (not carfadgchannels, it is pos-
sible to form a group key securely, overcoming subtle flaws in a earliempgkey agreement protocol.
The clarity and insights provided by our multi-channel viewpoint allowed wet@lop a second group
key agreement protocol that is more efficient than the other protocpbgeds that we have seen.
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Chapter 6

Location Privacy at the MAC Layer

6.1 Outline

As gadgets become more networked and pervasive, they are able to, sdie, aggregate and disclose
information about human subjects. The preceding chapters have didcasthenticity in key agree-
ments, so as to produce secret keys to guarantee confidentiality dunmguwucations. Confidentiality
protects the contents of the messages. However, to an adversarytérnisiof necessary to learn these
contents. The mere fact that communications is taking place between two iddet@ties and has
become known constitutes a loss of security. The adversary canmperédfic analysis and thendefer
some information from the link data and other meta-data.

Privacyis the security property concerned with protecting the identities of the comntiomgerties
from disclosure. In traditional notions of privacy, the problem is oftpac#fied in terms of message
sender (or source) anonymity and recipient (or destination) anonyntity @ommunicating parties. In a
wireline network, the locations of the sender and recipient tend to remainaquigtant, and the network
topology is often quite static, such that the routes of the messages woultheeloag-lived. This is not
the case for mobile nodes. In this chapter, we are more interested in a lgarkiod of privacy, namely
location privacy. The addition of location considerations to the notion ehpyi comes into play for
subjects who are mobile. Location privacy is an issue in a world of mobile cetiolerage, i.e. where
every human being carries a mobile phone. Location privacy will onlyinec@ bigger concern with the
advent of pervasive computing.

Pervasive computing envisages an era where the average humanvaseens, if not hundreds of
computing devices, which would be inter-connected. For these deviceski® meaximum impact in
improving the human quality of life, they would be required to collect and apadgntextual informa-
tion on-the-fly, to adapt the devices’ behaviour. Location information & type of such contextual
information which is taken on board. As devices with improved informationgssiag capabilities and
improved storage capabilities become increasingly built and deployed, #mewell be instead mis-
used for surveillance purposes of human subjects. As security engjitiee onus is on us to develop
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deliberately ubicomp systems with inbuilt privacy-enhancing characterisgzsause firstly, without a
deliberate focus on security, new systems that are produced would teacuse flawed assumptions
from earlier generations of less-networked systems, and secondiyldt loe harder to integrate privacy
protections as an afterthought than if it has been designed in from thet.outs

In this chapter, we describe our contributions for making new mobile andhpige technologies
more location-private. Conceptually, we outline the idea that location grigag multi-layer problem.
At the data link layers: and above, pseudonyms do help in assuring privacy for the communicating
entities. Specifically, we propose a better way of managing pseudonyratafeful device pairing and
a protocol P01 associated with this, for a pervasive wireless technology (hamely Bltgtoshich
improve upon earlier proposals by other researchers. We will overstene of the existing location
privacy problems in the technology.

In a subsequent chapter, we will proceed along the same theme of multidagéon privacy, and
consider location privacy in terms of tipysical layer

We begin here by overviewing related work, the current legal enviromsna privacy and wireless
location privacy, and defining some properties related to location privacy

6.2 Related Work

Ubiquitous gadgets have been steadily proliferating, posing an increseay to personal information
privacy. The types of ubiquitous devices may be simplistically arrangedspeeirum according to their
intended pervasiveness (which is often negatively correlated to theedeardware capability).

On one end we would have the personal cellphone, which we may findodeeeeor each individual
person, where each cellphone is identifiable and traceable by its netiiditie other end, we may find
by the hundreds RFIDs—passive radio tags returning unique IDs (getr&nic Product Code or EPC),
for which the length of the most prevailing version is 96 bits. Privacy solatfoncellphones include
the use of network-issued temporary pseudonyms - the ‘Temporary Mdilscriber Identity’ (TMSI),
and ways to manage thestOp 197. RFIDs are already found in many current applications, such
as automobile immobilizers, animal tracking, payment systems, automatic toll colleciibimventory
management. Garfinkel et a69] have categorized the corporate data security threats, persoredypriv
threats, and cloning threats — the last of which are more to do more with payjraedtthan privacy
though. The first two of these are closely related to, but still differerhfrour targeted problem domain
for wireless ad-hoc technology. Solutions for RFID privaé@;[ 10]] include ‘killing’ the tag upon
purchase of the attached item, or enclosing it in a mesh, or changing its I@4@ncrypting’ with an
external agent, etc. Most of these RFID privacy solutions, especialRFIDs used in inventory control,

1According to the OSI Network Model, the Data Link layer provides the fumetiand procedural means to transfer data
between network entities and to detect errors in the Physical layer. Téiedeanges bits from the Physical layer into frames.
It also does flow control and frame synchronization. The layer isdévided into the Media Access Control (MAC) sub-layer
and the Logical Link Control (LLC) sub-layer. The MAC sub-layer rages protocol access to the physical network medium.
The IEEE MAC specification defines MAC addresses, which enable muttipleces to identify one another at the Link layer.
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are less suited for the Bluetooth type of usage. In RFIDs, the hardwaggraints are more restrictive,
and also, it is usually assumed that only the RFID tag has a pseudonym¢sisctidas in 90]), and not
the RFID reader.

We propose that short-range ad-hoc wireless technologies, sudbetsdh, which lie in the mid-
dle of the spectrum (of pervasiveness) among ubiquitous devicestHentselves to a different solu-
tion framework. Bluetooth devices have finally appeared in large numbeecent years after initial
problems, and have gained market acceptance and general user fymiWée feel that this generally
well-tested and well-received pervasive technology can serve asfarpiao design for location pri-
vacy, instead of considering any hypothetical short-range wirelesadmy still on the drawing board
whose niche is not clear yet. Location privacy problems in Bluetooth hega pointed out by Jakobs-
son and Wetzell0Q, and an initial set of MAC layer solutions using pseudonyms had beeyested
by Gehrmann and Nyberd{]. This chapter will cover our proposal to work towards a more refined
privacy solution framework for Bluetooth at the MAC layer. Singelee areh@el L76 also have a set
of proposals, for a more general case of wireless personal argarie, in circumstances where the two
devices pre-share different types of information.

Gruteser and Grunwal®fl] have proposed the use of pseudonymous MAC addresses for Wireles
LAN. Beresford and Stajan®F; 28] suggested the use of mix zones with pseudonyms, but this is
for resisting adversarial application providers, which is a differentex from what we are primarily
concerned with in our own MAC layer solution. Kohno et dl1§] demonstrated the very significant
result of being able to fingerprint devices remotely; this relies on TCP timestaamol operates at the
transport layer.

6.3 Viewpoints on (Location) Privacy

6.3.1 Legal

The United Nations Universal Declaration of Human Riglit44 states in its Article 12 that ‘No one
shall be subjected to arbitrary interference with his privacy, family, homeoaespondence, nor to
attacks upon his honour and reputation. Everyone has the right to ttezfoo of the law against such
interference or attacks.

The compliance of the government of the country in question, to this Declayatigts spirit and
letter, of course varies widely.

It is not unknown, of course, for this ‘right’ to be selectively revoked an individual who is un-
der suspicion of questionable activities. For example, the compromise ofdhtolo privacy of GSM
handsets is used§] to help track down suspects by law enforcement forces.

6.3.2 Technical Community

The Internet Society has issued a ‘Geopriv Requirements’ méBjolf is an attempt to inform the tech-
nical community of the need to assure privacy when handling location infmmaeeded by location-
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based services and applications. It does not specify a standargkifidnbut is a creditable step towards
formalizing a set of requirements and common terminology.

6.3.3 Individual

Recent studieshy; 56] of moderate scope have revealed the monetary price that individualdllamg to
pay for location privacy. Using auction techniques, Danezis eb@].fpund that experimental subjects
have submitted a median bid of 10 GBP for allowing their locations to be quergy &w minutes
24 hours a day for 28 days through their mobile phones, to the resolut@rcelf. This bid value was
considered to be neither too low, nor too high. At this moment, it appears tattda privacy is still a
relatively unappreciated concept in the eyes of the general publicapgrwhen major compromises in
location privacy do take place, which make big news, that will raise thel@miffthe issue of location
privacy, and cause the thence better-informed general populacgitotbeprice location privacy more
highly.

6.3.4 Adversary

Depending on how fine-grained one prefers to get, there are sedralategories of personal location
privacy threats 9], such as association threat (i.e. a user’s identity becomes associateginwigm
which leaks an identifier), constellation threat (i.e. a group of devicesfig@grsome individual), and
breadcrumb threat (i.e. a discarded device becomes unfairly linked ta&idiral when it is used at a
crime scene): these particular threats are applicable to mobile devicessiREikiks.

Often, the adversary is modelled a8ig Brother, such as an over-intrusive government, or corpo-
ration. Or the adversary can be modelled as what can be colloquially tattedSisters- distributed
adversaries each of whom does not have a global coverage,dresshformation with each other. In
terms of motivation, it is conceivable that criminal elements, purely profitedricommercial entities
(e.g. insurance companies, paparazzi) and private interests (e.tpusjspouse) can also have an inter-
est in one’s location information.

6.4 Definitions

There are different components to the notiorpdfracy. The Common Criterial]] is an international
standard (ISO/IEC 15408) for computer security. The Common Criterigzgsaprivacy into anonymity,
pseudonymity, unlinkability and unobservability.

Definition 6.1 : Anonymitydeals with whether a subject may use a resource without disclosing the user
identity.
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Definition 6.2 : Pseudonymitynakes a user accountable for the use, without disclosing his identity, by
providing an alias.

Definition 6.3 : Unlinkability ensures that a user may make multiple uses of resources or services with-
out others being able to link these uses together. It attempts to obscuréati@esbetween actions by
the same user.

Definition 6.4 : Unobservabilityensures that a user may use a resource without third parties being able to
observe that it is being used. For example, a broadcast obscumethird parties who actually received
and used that information.

The wordtraceabilityis sometimes used by some authors. However, we will stay with ‘privaay’, fo
consistency. Pfitzmann et dl§3, 154 have given finer-grained definitions of the above terms and their
inter-relationships.

Here, we are more precisely concerned vitbation privacy of mobile devices/principals, and not
privacy per se, though these are closely related. We will use the stideifigition from Beresford and
Stajano 27] below.

Definition 6.5 : Location privacyis the ability to prevent other parties from learning one’s current or
past location.

Sub-components of privacy, such as anonymity, pseudonymity, unllitikednd unobservability,
from the Common Criteria, can be thought of as being thence inherited bgrlset of location privacy.
In other words, it would be sensible to speak of ‘location unlinkability’.

6.5 Privacy Within and Across Multiple Layers

A broad thread which emerged from our research is the observatiomahanly is it important to design
for privacy within each layer of the communication stack, it is also important to design for grivac
acrossdifferent layers. These two points emerged when we considered tk&aquef location privacy

in Bluetooth, a current technology which typifies pervasive communicatidvesfound that Bluetooth
device identifiers at the Medium Access Layer are intertwined with the lowerdai.e. the baseband
and the physical layers. In attempting to propose an improvement to Bluetoatlyraity at the MAC
layer, we had no choice but to also consider the impact any changes keagttibe lower layers. That in
fact, also illustrates that security, in this case privacy, ought to be dsigrat the outset, because it can
be hard to add security improvements as an afterthought to an existing coratremgtack, especially
one which does not sufficiently isolate identifiers from different layers.
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Several observations have emerged from our research:

(1) Location privacy is a multi-layer problem. Identifying information can lagkarious layers, because
other entities in the network (and adversaries) may interact with our demitiffement layers of the pro-
tocol stack. This has the following obvious, and non-obvious, implications.

(2) To solve the location privacy problem well, it is necessary to addrdgssolving it separatelyat
each layer. In other words, each layer would require a differentisalusuited for that layer. (Avoine
and Oechslin11] have also suggested this point, in the context of RFIDs.)

(3) Next, to solve the problem well, it is essentiabie-link/de-correlateédentifiers from different layers,
from one another. This is important so as to prevent an adversarynfraunting successforrelation
attacks across layers

(4) Lastly, it is necessary to solve the location privacyltthe layers of the protocol stack, which a
device may conceivably expose to a potential adversary.

The rest of the material in this chapter, (i.e. Chapter 6) and that in Chaptep@ort Point 1 above.
Later in this chapter, by describing our improved solution to a MAC layeapyirvenhancing system, we
will show that we are tackling Point 2. Point 3 is an issue which we state as@ieg but which we
do not actually cover in detail, and for which we do not propose a spesmfigtion — it is a non-goal
in our research; we will assume it has been addressed within the deapplazation concerned. The
extension of work in this chapter into the thread of work in Chapter 7, indichtg we are moving in the
direction commended by Point 4; we do not, however, claim to have completetyad the problems in
all the layers by merely covering the MAC and (parts of) the physical fayer

6.6 MAC Layer Vulnerabilities of a Pervasive Technology

Current well-known authentication weaknesses in Bluetod®h 80; 81] could be relatively easily re-
solved by recourse to asymmetric key establishment technigg2q5 at the cost of slightly increased
computation. These enhancements would defeat even a strong agveysahich we mean one which
is omnipresent, has significant computational resources, and is able to aubuetattacks.

In comparison, it is generally difficult to secure privacy, including locatwivacy. Awareness to
Bluetooth’s vulnerabilities in this area was first raised by Jakobsson atdeL0(. Each Bluetooth
device is identified by a unique permanent 48-bit Bluetooth Device Ad¢Bi3sADDR). As Bluetooth
is usually attached onto personal devices, the detection of a particul&{HDIR in the neighbourhood
would suggest that a particular human operator is nearby (i.e. assodragai, in Section 6.3.4). That
individual may even be carrying multiple Bluetooth devices and, if such aeclu$ BD_ADDRS is
detected, it is highly probable that the individual is nearby (i.e. constelltii@at, in Section 6.3.4).
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Furthermore, the device’s BBDDR is used as an input into many procedures in Bluetooth. It is
deeply entangled into certain parts of the protocol stack, and it is difficidntineer it away easily,
showing the general difficulty of providing security as an afterthoughts incidentally relates us back
to our Point 3 in Section 6.5.

We will provide an overview of aspects of the Bluetooth radio and basklagers, which are cause
for privacy concerns. They can be summarized into:

1. problems of discoverability

2. problems of the non-discoverable mode

3. disclosure of the identity in certain packets

4. derivation of the access code from the identity

5. derivation of the frequency hop set from the identity

A mode as described in the Bluetooth Generic Access Profile (GAB) §0; 81] , refers to any
particular set of directives that defines how a device will respond taicegvents. Three types of modes
are defined in the GAP; they are discoverability, connectability and paielaged, but only the first two
are more immediately related to location privacy. They are shown in Fig. 6.vbelo

Mode Setting Actions

Discoverability | Non-discoverable mode | Unresponsive to inquiry
Limited discoverable modé Can enter Inquiry Scan state and respond to limited inquiry
General discoverable modeCan enter Inquiry Scan state and respond to inquiry
Connectability | Non-connectable mode | Unresponsive to paging

Connectable mode Can enter Page Scan state and respond to paging

Figure 6.1: Modes with direct effect on Bluetooth location privacy

Note that a device enters the Inquiry state for the purpose of discoverngte devices (which in
turn must be in the Inquiry Scan state to be able to respond). A device #mdPage state if it needs
page for some already discovered remote device for the purpose bligtstay a connection.

We provide a survey of the first three of the above problems, which atekwown. The last two
problems have been raised before partially, but we analyze and quaati€/fully the risks involved.

6.6.1 Problems of Discoverability

The purpose of discovery is to allow one to find devices which one hasmmuntered before. The
inquiry scan mode is also known as discoverable mode. The discoverimgg(drying) device sends
ID packets, which contain just an access code — either the Generahfgpecess Code (GIAC) or a
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Dedicated Inquiry Access Code (DIAC), and according to the requigiigriy hop sequence. A device
in the inquiry scan mode will respond to inquiries with a Frequency Hop Sgnidation (FHS) packet,
disclosing its own BDADDR and CLKN (native clock). The response is not immediate, but is ogipe
of the next packet, so as to avoid collision with other slaves.

Essentially, the discovery process enables a hitherto stranger devieéaorial after at most tens of
seconds, and from the privacy perspective the real identity is umimely disclosed when a device is
discoverable. Keeping devices constantly discoverable is clearlyacgnisk. It is advisable to turn off
discoverability whenever it is not needed.

6.6.2 Problems of Non-discoverable Mode

Devices which are set to ‘non-discoverable’ are neverthelessnsispao some degree. If they are set
to ‘connectable’, they can still be detected, due to privacy weakn@s#ies page and page scan states.
During page, the master device will page for another device using an ¢kepaontaining a Device
Access Code (DAC) derived from the Lower Address Part (LARheflatter's BDADDR. The hopping

at the physical layer during page is similar to the case for inquiry. The bqpemnce is derived from
the DAC, instead of the GIAC or some DIAC, together with the estimated cloclkKE}lof the paged
device. When the slave detects the page message containing its own DACréfphillvith an ID packet
containing the same DAC. After that, the master will transmit an FHS packet.

Thus, a slave device set to non-discoverable and connectable wiksmdmd to inquiry messages,
but it will respond to page messages containing its permanent DAC. Dewitieb have previously
encountered this device and have a record of itsSADDR and/or DAC can still page for it successfully
if the device is within radio range. If its BIADDR is not known, the discovering devices can conduct
a brute-force search of the BRDDR range, or more precisely, the 24-bit LAP range. The only means
of protection against being tracked this way possible under the cumpentfisation are to either turn
off Bluetooth, or to switch to non-connectable mode if such fine-grainedrabis supported on the
particular device, and lastly, to reduce occurrences of pairing to a minirowes avoid over-exposing
the device’'s BDADDR.

6.6.3 Disclosure of Identity in FHS packets

The FHS is a special control packet. The entire BDDR of the sender, comprising the Lower Address
Part (LAP), Upper Address Part (UAP), and Non-significant Axsdr Part (NAP), are disclosed in the
FHS packet, together with the highest 26 bits of its 28-bit native clock CLK. FHS packet is sent on
two occasions: by a slave device in inquiry scan mode responding to anyingudt by a master device
in page mode responding in turn after a slave in page scan mode hasdegpothe page. The device’s
identity is hence revealed to the opposite party and to any eavesdroppé mbnitoring the spectrum.

108



6.6.4 Baseband Access Code Derived from Identity

The derivation of the Channel Access Code (CAC) from the mastera@s\lié&P had been recognized
by Jakobsson et allp( as a privacy risk, because the LAP can be reverse-engineeredjeWéralize
further that the derivation of not just the CAC but also the DAC from théLoarry privacy risks.

The access code of a Bluetooth packet is either one of three types. ABasQised during the
Connected state, the DAC is used during page and page scan, anduing Aagess Code (IAC) is used
during inquiry and inquiry scan. The sync word is a 64-bit code ddriv@n the LAP of a BDADDR.

In the CAC, the sync word is derived from the master device’s LAP; in tA€ ihe LAP of the paged
slave unit is used; and in the IAC, either the single reserved LAP is useld@certain dedicated IACs
are used. The inquiry state is of less interest for privacy becaus@&@selieing correlated for are not
too device-specific.

The attacker only needs to compute once a dictionanfdig. 16.7 million) LAP entries and their
corresponding 64-bit sync words. As raised 18(], when the attacker detects a CAC, he can perform
a table lookup and learn the master device’s LAP. For completeness, therfuaise that when this
attacker detects a DAC sent by a paging master and a responding slaas perform a table lookup
using the same pre-computed dictionary, and learn the slave device'sAlsAfuch, the slave device,
non-discoverable but connectable, also faces location privacy. rid&te that a particular LAP is not
unique, though collisions would be rare. The remaining address bits — thigs2df the UAP and NAP
which constitute the ‘companigl’, do not span the entire 24 bits of entropy — the allocated numbers are
published by IEEE Standards, and as of Jan 2005, there were onlych® issued numbers.

6.6.5 Hop-Set Derived from Identity

Jakobsson et allp( observed that since the hop sequence in a connected piconet istiariupicthe
master device’s BDADDR and CLKN, and thus if one can capture an FHS packet sent by tkeema
the hop sequence can be trivially calculated. We investigated the reveask—athe more difficult
one of how to recover the master device's address by tracking theefmegihopping pattern if we
failed to capture the master's FHS packet, and we found that collecting patk&ts, along with other
information, is adequate. This attack produces 28 bits of address — 4 itwtleam attacking the access
code.

Bluetooth uses frequency-hopping mainly to mitigate environmental intedereamd to reduce col-
lisions among different piconets. There are five types of hoppingesesgs for the 79-hop system, one
type each for the inquiry, inquiry response, page, page respouiseommected states. Each of these
sequences is determined by the 24-bit LAP and the lower 4 bits of the UAReaklevant device’s
BD_ADDR, and its clock. The choice of device address used here is idetditiat used to compute
the access codes for the different states.

Thus 28 bits of LAP/UAP and 27 bits of the clock go into the hop selection bexyabne time to
choose one frequency. This function is fully documented in the specificatid is strictly surjective.
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In the connected state, the output selects one of 79 frequenciesspmrding to an approximate 6-
bit range. Based on a reasonable assumption of a uniform distributianfahthe same clock offset,
roughly 22 LAP/UAP values would result in the same frequency.

We can carry out the following attack. Capture a first packet and fortompke of the clock and
frequency. Do a brute-force search and narrow the setERP/UAP values into a set of abou?
possibilities. Collect another packet and obtain the tuple. Assuming unifistribdtion, we can narrow
further to a set of ¥ possibilities. Continuing in a similar way, just 6 packets in total are required to
determine a unique 28-bit LAP/UAP with a probability calculated at 99+%. (iEhtescribed more
fully at the end of this section, Section 6.6.5.) The overall work factor is erotder of 28, With so
few packets required for successful attack, the attacker may simply listefix@d frequency for it to
be re-visited, instead of scanning the entire band. We have to add a taaeaince the clock setting
at each packet is required, determining the master device’s clock settindjyinitithout recourse to
capturing its FHS packet would entail an indirect route of obtaining a LMBk(Manager Protocol)
packet containing the slave’s clock offset relative to the master’s, ajuiring the slave (which needs to
be discoverable) to learn the slave’s clock.

This novel attack shows that even if a master device is non-discoverablea-connectable, its hop
pattern in a connected state and a discoverable slave could betray its identity.

Bluetooth was not expressly designed to be resistant to interception bineraiee narrowband jam-
ming, unlike, for example, military tactical communications. Our interest with thgugacy hop in
Bluetooth is on the anonymity issues rather than availability. By resouraegtthe radio access via
different clock offsets and public long-term identifiers, frequencgging achieves equitable allocation
of the spectrum and reduces collisions, but it hurts privacy. To impgodvacy, the options are: either to
disentangle the identifier from the time-frequency allocation, thereby rieguarre-design of the radio
layer; or else to just de-link the identifier from the long-term identity, whichrigoer.

Recovery of Address Bits from Frequency Hop

The mathematics of the method can be formulated as a binomial distribution. Weeasat each
of the 79 outputs is equi-probable. We want to find the probability that &fteunds, only one input
is left, ie. all of the other 2 — 1 inputs are discarded at some round. Each one of these remains with
probability (1/79)%. Assuming independence of clock values, and independence betvecenttiomes
of different inputs, the probability we seek is

(140" = (1 (792"

As the exponent is large, the numerical result is difficult to compute. Simesmall with respect to
1, we can do a binomial expansion.

n_ .. nx n(n—1)x2
(L4 =1 g+ =+
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Fork = 6, the first two terms sum to 0.9989. If we approximat&4 to 1/26, the result is 0.9961.

6.7 MAC Layer Privacy-Enhancing Solutions

6.7.1 Adversary Types

We identify two classes of adversaries, in ascending order of capabittyntpromise the privacy of the
Bluetooth device.

Attacker Type |. The first class of attackers use commercial Bluetooth devices that caingrand
page as usual, and can therefore find any discoverable Bluetootredeaik described in Section 6.6.1.
The attacking range may be extended by directional antennae, a coveleghown to EM/RF engi-
neers. For example, a 18 dBi yagi antenna can boost the 100 m Classtb&h range to around 900
m, and a 24 dBi antenna to 1.6 km, assuming low RF losses at the joints, thaghrgannae are large
and obtrusive. Within this class of attackers, we can distinguish a slightly soptasticated sub-class,
who can conduct brute-force searches of the BDDR space, or rather, the LAP space, so as to find
connectable victim devices, as described in Section 6.6.2. Such praofoépt code has been released
[198, though it is estimated to require around 11 hours to conduct a completdh sdahe space, using
127 devices working in parallel. We have developed our own version®attack using a shell script,
the open-source BlueZ stack, and an ordinary Bluetooth USB dongle.

Attacker Type Il . A second class of attackers uses radio receivers, or modified Bthetiewices,
which are not constrained to frequency hop.

(Il.a.) The first sub-class can listen on one selected channel continuously figpes of messages in the
inquiry, inquiry scan, page, page scan, and connected state hdlpis. dftacker sees a CAC or DAC, he
can carry out his table lookup privacy attack, as described in Sectigh & 6e sees an FHS packet, then
he has learnt the full BDADDR, as described in Section 6.6.3. He can also derive the master’s identity
by knowing at which clock offsets a particular hop frequency is re-\ds&ad by probing a discoverable
slave, as described in Section 6.6.5.

(I.b.) Another more powerful sub-class is capable of listening on the entire 226aKRd simultane-
ously. This attacker is less likely to miss any packets, and is more effectinehbdirst sub-class in
determining the CLKN of the target master device for the attack in Section 6.6&cking the access
code is less costly than attacking the frequency hop pattern though. $heuli-class of attacks can be
readily demonstrated with today’s Bluetooth protocol analyzers, sucheasrdmtline-Tektronix BPA-
100 and 105.

We distinguish between hardware, and do not distinguish between thtogrgphic capability

among the classes, because programs which do such computations cannbeditised easily and can
run on generic PCs. The first category of adversaries are able ¢tesafally compromise the privacy
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of today’s Bluetooth devices easily, unless tight discipline is maintained ogersi of the discoverable
mode and connectable mode. The second category of attackers is abiigrooose the privacy of Blue-
tooth devices even when their victims maintain tighter discipline over discoveranilityonnectability,
and whenever devices are transmitting in a connected state. The ovécaltyebf location privacy
attacks also depends on the pervasiveness (and investment) of theraitacid how effectively they
can correlate and fuse information obtained by their various spatially dittd®ensors to continuously
track the location of their victims.

6.7.2 Location Privacy Goals

The current specification of Bluetooth does not support strong locativacy. Before we go into the
detailed technical mechanisms, we need to define the usage scenarias $bhroift-range wireless con-
nectivity technology. Then we will articulate the privacy goals which take @&imount the usage.

Little location awareness required. Bluetooth-equipped devices tend to talk to other personal devices,
and less with fixed immobile network infrastructure. The interaction is mostly feepeer. Users of
Bluetooth do not seem to require it to have substantial location-awartoresto work well for cable-
replacement. This is contrasted with applications such as the Active Ba#8lde \Wwhich was designed
precisely for tracking purposes. A higher application layer may requaation-awareness, but Blue-
tooth, as a connectivity layer, does not require location-awarenésgihand can very well lean towards
the location-private part of the continuum. These differences make itsdogaivacy requirement dif-
ferent from other technologies which have been analyzed elsewivbieh had assumed a network
backbone27]. We admit that the security interaction of Bluetooth with the location-awans pahere
present, of the host device may merit further study.

Lightweight cryptography allowed. On the other hand, devices hosting Bluetooth are rather much
smarter than dumb tags such as RFIDs. Bluetooth chips are relatively lessaioed, not having to
meet the demanding (low) price and (small) form-factor requirements of RFID

Stateful pairings. In Bluetooth, a ‘pairing’ is well-accepted to refer to the security associdigiween
two devices. Privacy solutions for Bluetooth ought to be stateful, sinesi@ekeys have been estab-
lished. Identifiers are required for this and cannot be eliminated. Thisagdruhe piconet configuration
and also for the scatternet configuration.

Temporary pseudonyms for unlinkability. Temporary throwaway pseudonyn¥l{ 71; 84] can be of
help. However, these must not be completely stateless, otherwise priavipairelationships and pi-
conet configurations would be quickly lost, and require frequentit&iization. From the point of view
of privacy, the need for a permanent identifier is debatable. Apart frelping manufacturers tell their
product lines apart, having hierarchically arranged BDDRs does not appear to do privacy much good.
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Disentangle identifiers from other layers. Spectrum allocation and collision avoidance at the physical
layer have been mentioned to have privacy implications. A good solution namdveghese.

Out-of-scope: De-correlating between different layers.While we have discussed exclusively about
Bluetooth, in practice some other protocol is sometimes tunneled over Bluetdnthimportant issue
for anonymity is that the different protocols must carry out proper @etification between them and be
stateless. For example, if TCP/IP is tunneled over Bluetooth, thédBDR should be de-linked from
the IP address. However, we will consider this as outside the scope oithertation.

Unobservability: policy. The discoverable mode in Bluetooth should be turned off where possihie. T
is probably the best user policy, and should be enforced.

Thus we require a privacy framework which provides sender antihdésn anonymity in a mostly
peer-to-peer ad-hoc wireless environment. Pseudonyms may be ndedlekability between
pseudonyms should be provided. The solution should account fos cagénich the wireless personal
area network stays in a static configuration, and for cases where stds tebe kept between two
paired devices over different sessions, due to the inconvenienstadilishing a new session key (via a
fresh run of a PIN-authenticated key establishment procedureybservabilityshould also be provided.
If the premises underlying the usage scenario evolve, the privacyarkeeeds to change too. The
means to establish strong pair-wise keys is assumed to &4j205: this is a non-goal.

6.7.3 An Existing Proposal with Stateful Pairing

As the identifier BDADDR is tightly integrated in the protocol and is used in many computations, it can-
not be easily discarded. Gehrmann and Nybeéidjproposed throwaway pseudonymous ‘Blddr actives’,
to be used within an anonymity mode in Bluetooth, as a response to the locatiaoypitaws pointed
out by Jakobsson and Wetzdl(JQ. It is a good first proposal, because using frequently changing
pseudonyms would improve the unlinkability between actions by the same acigpal, and also
protect the permanent BBDDR, which the device still retains, from disclosure to a casual observe
Using pseudonymous BBddractives this way also allow the original design of the access code and
frequency hop to be essentially retained.

We will briefly discuss their proposal here, but the details are in theirrd@dg In their proposal,
a Bluetooth device can operate in anonymity or non-anonymity mode. A anongmatyled device
uses two addresses: its real identity BIDDR (as in the current specification), and an ‘active’ address
BD_addractive. (The rest of the discussion covers only the anonymity mode.) Dhadgir active acts
as a randomly generated pseudonym, and is updated at regular intArdalgce in inquiry scan mode,
replying to an inquiry, will send its current BBddractive, and not its BDADDR. There are two page
scan modes; in the first mode, a device will listen to DACs based on ita&dd active as well as its
BD_ADDR; in the second mode, a device will listen only to DACs based on itsaibr active. For
the page mode, there are two situations: in the first situation, a master devigagélifor a previously
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paired slave device via the slave’s BADDR; in the second situation, the master device will page for
a device via the latter's B@ddractive. Further to the first situation, in fact the two paired devices had
previously agreed on a parameter called_B@dralias; on connection, the master will send the slave a
packet containing Baddralias, which the slave will now use to look up the master's BDDR in its

(the slave’s) database.

However, that proposal has two privacy weakness. The first ishbatal identity, the BDADDR, is
being used and may be disclosed to any device with which one has paivéaligiy, though the identity
is protected against other casual observers. Thus, adversarigskcdifferent actions to the same actual
principal if they can pair with this device, no matter what its particular &f0ir active is at the instant.
This is not an ideal privacy quality to possess, as policy-wise it shouldutomatically be assumed that
all devices which have paired with one’s own are not adversarial wéiheret to one’s privacy.

A second weakness is with regards to the usage ofaB8ralias, which is another ‘BDADDR-
like’ identifier, established by two devices after they have paired, to sigméfypairing in their respective
database. For example, a Bidldralias would in Alice’s database serve as an alias signifying Bob to
Alice, and in Bob’s database as an alias signifying Alice to Bob. In Alicetalol#se there would be a
tuple containing this BDaddralias and Bob’s real BDADDR. In one mode, after Alice pages Bob, and
before authentication takes place, Alice would send a packet containirgDhéidralias to Bob in an
attempt to find out if they have paired before. Bob will now look up this aliasisndatabase to find
Alice’s BD_addr, and respond accordingly. The problem with this usage is as folibiMgce pages for
Bob, but this is intercepted by an adversary Eve, and Eve receiv@®ttaeldr alias sent by Alice, while
Eve will fail the test, Eve would be able to page Bob later using the alias, anddh® able to probe
whether Bob has previously paired with Alice. The observability of traiisas between Alice and Bob
could thus be compromised offline.

As a new BDaddralias is randomly generated and securely distributed whenever a neeatiam
is successfully established between the two previously paired deviaesg,tbe same Bladdralias
would not be broadcasted each time that would allow an observing advénsdeduce that the same
two devices are communicating again

There are other caveats concerned with the use of temporary pseuslamfiich we would discuss.
One of the most germane ones is that if a device could continually be traeked,as it changes its
pseudonym, that could still be linked to the previous one.

We propose an enhanced anonymity mode, also using pseudonyms, vahilchattempt to address
the said problems, while recognizing that pairings may be stateful. We emeliaaizhis mode by itself
will not resolve all privacy risks; a policy which requires discoverabiityd connectability to be turned
off most of the time must be applied.

1At the time of writing of our paperd01], we thought the Gehrmann and Nyberg solution had this third weakhass,
afterwards we noticed that this potential weakness was already agldiiegtie last line of page 14 of their pap&d] though
overlooked by us previously. Nevertheless, this does not invalidatgrotocol proposal.
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# Alice Bob

1 Chooses randoriR;

2 Hi = H(Ig|Ry|Kag)

3 —1D1:(Ry|H1) —

4 Verifies Hy

5 Chooses randorR,
6 Hz = H(1a|R1|R2|KaB)
7 —1ID2:(Ry|H2)—

8 Verifies H,

9 Chooses randoriRs

10 | Hz = H(lg|la|R1|R2|Rs|KaB)

11 —1D3:(Rs|H3) —

12 Verifies Hs

Figure 6.2: Protected Stateful Pseudonyms

6.7.4 Our Enhanced Protocol Proposal

This protocol (Fig. 6.2), designed for our second situation describegiea attempts to protect past
pseudonyms from all third parties.

Modified ID packets. We modify the ID packet from the original Bluetooth specification. We noer us
three ID packets, denoted by ID1, ID2 and ID3. The contents of thesaeps are indicated in the Fig. 6.2.

Lightweight crypto: retain hash function. The only cryptographic primitive used is the hash function.
Hashings are inexpensive operations, thus the parties can do thige eas

Temporary pseudonyms.The relevant past pseudonyms of Alice and Bob are denoteg dydlg. H
is a hash functionR;, R, andR3 are random nonces, aidg is the shared link key formed by Alice and
Bob previously.

Three-way handshake.The three-way handshake is essential. Say, Alice intends to page foiBob

verifying correctly the ID2 packet, Alice will have the assurance thatiBaws his previous pseudonym,

her previous pseudonym, and their shared key. On verifying corrialiD3 packet, Bob has the assur-
ance that Alice knows these same three things.

Database containing unexpired paired individual pseudonymsAlice keeps a database of tuples each
containing her temporary pseudonym, the pseudonym of the other padtyhe shared link key. Bob
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keeps a similar database.

Unlinkability: past pseudonym of responder protected. Alice wants to page for Bob. She selects a
random noncé&y, computes the hadh;, and sends an ID1 packet. The hash in the ID1 packet hides the
past pseudonym of Bob. Bob would compute and verify the expectddihdke ID1 packet using his

list of the paired devices’ pseudonyms and their associated link keys witiotiwe.

Unlinkability: past pseudonym of initiator protected. When Bob successfully finds a match, he
chooses a random nonBg, computedH,, and responds with the ID2 packet. As Bob generates nonce
R, randomly, he can be sure that his challenge to Alice is fresh. Alice, oiviege¢he ID2 packet, will
verify the hash. If there is a match, Alice will generate a noRgecompute the hasHs, and reply with

the ID3 packet. Bob will verify the hash on receipt of tli#3 packet. After the protocol runs success-
fully, both parties can proceed to carry out mutual authentication as uBu@lsecurity of the protocol
depends on the randomness of the nonces, the irreversibility of thedrastioh, and the secrecy of the
shared link key.

Replay resistance.A naive replay attack — the second weakness mentioned in Section 6.7.3 + inca
nated here as an adversary capturing an ID1 packet previouslpygdiice and received by Bob, and
replaying it, would be defeated, because Bob checks for freshid&samnd Rz, and Alice checks for
freshness oRy.

Resistance to delayed relay attack against respondeln another conceivable and more sophisticated
attack, an adversary Eve intercepts an ID1 packet and preventmiréaching Bob, but replays it later
to Bob. Such an ID1 packet will pass Bolig freshness test. However, Bob now sends an ID2 packet
with a freshR,. We can set a policy whereby uncompleted handshakes would raiseranatl8ob’s
end, to alert Bob of the possibility of an intruder, so unless Eve nexbrespwith a correctly formed
ID3 packet, Bob would receive an alert. The 3-way handshake istser mitigating such an attack.
Over at Eve’s end, on her receipt of Bob’s ID2 packet, Eve mayestidhat Alice and Bob had paired
previously, but she retains some doubt, because of possible collisiomgdhehashes.

But no resistance to online relay ‘attack’ - no distance-boundingThe protocol is not resistant to an
online relay attack — in which Eve would position herself between two widelgggahically separated
victims — because the protocol does not incorporate any distance-gusidorithm. While we raise

this, this property was not intended to be one of the goals.

We leave it open whether the length of the ID1, ID2 and ID3 packets nebd &guivalent to the
DAC length of 68 bits. If they are also 68-bit, especially the ID1 packet, thhelps to obscure the
fact from simplistic traffic analysis that Alice is paging for a old pseudonyBab, in which case the
random nonce would take up, say, 34 bits, and the hash the other 34biise@hese packets can extend
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up to the length of 160 bits plus a suitable length of a nonce, to better redistfbraing.

Re-generate past pseudonyms on databases after successfhnection. This is especially useful
for privacy if two previously paired devices need to re-connect oftafier successful re-connection
between the two devices, Alice and Bob will each generate randomly a revdqsym [, andlj re-
spectively), and then distribute the pseudonym to the other party secueslgncrypted). The tuple
on their respective databases will be updated accordingly. This eragen of pseudonyms after suc-
cessful re-connection will further strengthen unlinkability. (This stepfisréner enhancement over the
earlier proposals in our pape2q1].) Precisely, how this step strengthens privacy can be considered as
follows: let us assume that the length of the random nonce is set to be cblyiB4ength, and the ID1,
ID2 and ID3 packets set to 68-bit in length (as suggested above), thteniandom nonc®; happens
to be the same in two different transactions (i.e. a birthday collision) and enaxs by an adversary
while the two paired past pseudonyms remain constant, then the adversaberable to deduce that
it might be the same device communicating to a paired device since the ID1 pauketbe the same
both times. The suggested step of updating past pseudonyms on the eatfibasach successful re-
connection removes this (slight) vulnerability. But more importantly, this stegdvmake the checking
for freshness of the nonces unnecessary.

Thus, overall, the proposed protocol provides good scalability in remeéngband responding to
past pairings, while not leaking the permanent BDDR nor previous pseudonyms unnecessarily. Bob
keeps changing pseudonyms, yet remains able to respond to his preaiong arrangements, as he has
kept a history of these pairings, whose ages are set by policy.

6.7.5 Additional MAC Layer Recommendations
6.7.5.1 Inquiry and Inquiry Scan

For device discovery, we keep to the Gehrmann and Nyberg propgd$anhere the inquiry and inquiry
scan states are left as according to the original specification, with thgehhat the identifier returned
at inquiry scan is the slave’s BRddractive instead of its BDADDR.

As a matter of strong privacy policy to counter tracking, we recommend thexiae’s discoverabil-
ity should be turned off whenever it is not required.

6.7.5.2 Page and Page Scan

As mentioned, the Gehrmann and Nyberg proposal featured two pagimgi@ist One situation is

where a master pages a slave based on the latter's curre®BIR _active. The second situation is
where a master pages a slave based on the latter’s long-ter&BIR, which is useful for previously

paired units. The second situation allows pairings to be remembered, hilehaisfortunate weakness
of leaking the BDADDR of the slave being paged, hence compromising linkability as well.

117



We prefer that the long-term BBDDR never be leaked. We hence propose a somewhat different
second situation, in which a master would attempt to page a slave using modifigackets derived
from the previous BDADDR _actives which the master and the slave had used to pair. These packets
cryptographically protect the addresses from casual sniffing. ditmedts of the packets and the required
protocol are as described in the following section. We believe that it is mive@to have done pairing
with the pseudonyms than with the long-term identifiers. This is not too difficidtifgport, as Bluetooth
pairing is already based on a shared password rather than on petnaemeifiers. It can be decided by
policy settings how soon to expire pairings, as well as how soon a deypeexa paired device to have
changed pseudonymes.

As a policy setting, we recommend that a device’s connectability be turnedheffiever the owner
does not expect connection requests to be received.

6.7.5.3 Physical Layer

We have described in Section 6.6 that parts of the device address cacolened from the access code
and the frequency hop pattern. This privacy risk can be resolvedihg changing pseudonyms. A more
involved solution would be to totally de-link the resource allocation at the pahsiger from the device
identifiers (both permanent and pseudonymous ones). So, the figgoen pattern could be initialized
from other parameters instead of a device’s identifier and its clock. Toeelof the physical layer is
quite orthogonal to privacy; we may equally choose to use direct-seqBx%) spread spectrum (though
DS is generally more costly) instead of frequency hopping, such thatelift DS sequences either use
different pseudonyms or are even de-linked from these.

6.7.5.4 Triggers for Pseudonym Change

We propose several triggering mechanisms to change pseudonyms. dli-lsnawn that if a device
can be continuously tracked, such as when it is discoverable and is lihdavice in a locality, then
even a change of identifier would not prevent linkability. Discoverabilitgittito be turned off during
pseudonym change. We suggest a sub-state in the anonymity mode in vehitdvite is ready to change
pseudonyms. A change may be triggered by any of several eventtly, Finmay be brought about by
the owner’'s manual action. Secondly, it can be automatically changeddmimatime intervals. Thirdly,
the pseudonym should be changed when a certain threshold large nofrdigcoverable devices are
detected in an inquiry sweep. The rationale is that it would be easy to ‘blewithrnthe crowd’ and
anonymise oneself. This method should be carefully applied because @éeattan spoof the presence
of a large number of deviceg. It uses the concept of a mix zon27], the difference being that here,
pseudonym change is handled by the devices themselves instead of ariafrastructure.

IHowever, the attacker would not reduce the anonymity of the victim byirfgra pseudonym change — the only effect
would be to make the victirhelievehe is more anonymous that he actually is, which might perhaps lead himéo tisvguard.
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6.7.5.5 Further Issues

New pseudonyms must be randomly generated, and one solution is bydhashie counter. Also, the
28-bit 3.2 kHz Bluetooth device clock, which has a cycle of 23.3 hourghiach the highest 26 bits are
disclosed (or a 1.25 ms resolution), must be randomly re-adjusted on dgps®u change, to prevent
an adversary from linking pseudonyms to a clock, even accounting éocltitk drift. Bluetooth uses
a ‘friendly name’, which is a human-readable name to tag devices duringedgiscovery and to help
manage the list of paired devices locally. To reconcile privacy with usabigypropose the following:
the field should be left empty or not transmitted during device discoverytheuser could be allowed
to locally tag his list of paired devices with ‘friendly names’ of his choice to teéfp better distinguish
the devices than through hexadecimals.

Certain RF attacks attempt to pinpoint the location of devices by measuremémgslzted power,
and more sophisticated attacks distinguish RF signatures of individuakdewigt these are outside our
scope. In our privacy framework, we have not made use of digitaificates, because though these
allow strong authentication, they seem to be inimical to anonymity.

6.8 Future Directions

It is clear that location privacy considerations are becoming important imgamgepervasive wireless
technologies. While the RFID space is being well-covered by reseatrdherniche occupied by ‘less
dumb’ technologies such as Bluetooth (and similarly, Zigbee) is less covBesides ourselves, other
researchers have found and demonstrated less-than-desirableymharacteristics of new ubiquitous
devices [65.

We foresee several threads of work leading off from this area. Fittstire needs to be a better
appraisal of the exact privacy versus performance trade-offined} If the intended devices are less
constrained by hardware (i.e. processor capability, form-factor riggttever, latency, etc), then stronger
privacy can be considered, such as using ‘secret handshdkggnhich make use of computationally
intensive identity-based pairings), or else public-key operations. ragconve also envisage that the
development of privacy-enhancing solutions for Bluetooth-type ofrteldyies would benefit from a
more rigorous type of security analysis and adversary modelling, fonjgbea like the kind presented for
RFIDs by Avoine [L0]; even if it is allowed that these in itself are not an ultimate proof of securigy, th
analyses thence obtained would be invaluable for comparing differepbpals side-by-side against a
common benchmark set of well-modelled privacy attacks, and for givingatidns of the exact security
level offered.

6.9 Summary

Our contributions:
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e We identified and quantified the various location privacy problems of Blubiawell-received
pervasive computing wireless technology which has been widely deployed

e We have presented our proposal for a MAC layer location-privaatyaacing solution for Blue-
tooth. We use simple hash functions as the basic primitives. Our propasahpeoved unlinka-
bility over an earlier solution.

e We have also provided some policy recommendations governing the use etb@&iu devices
(and other future wireless ad-hoc devices in the same niche) so as to enproliservability and
strengthen the overall location privacy.

e At the broader level, we articulated the idea that location privacy is a multi-fayblem, even
while we ourselves attempt to solve the problem in terms of unobservability rdindkability at
Bluetooth’s MAC layer.

Location privacy as a security problem is becoming increasingly recednizith legal, personal,
social, economic, and of course technical dimensions. Technically, it somfined to merely one layer
of the protocol stack; it is a multi-layer problem. We solidified the idea that locatitvacy is a multi-
layer problem: the problem must be addressed at every layer that isezkpdentifiers must be de-linked
and de-correlated across the layers, on the other hand, these dsolveahe designer from the solving
the location privacy problemery wellat the particular layer that he wishes to take responsibility for. In
this chapter, we have described our proposal to solve the locatioppvablems at the MAC layer for
Bluetooth.
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Chapter 7

Location Privacy at the Physical Layer

7.1 Outline

We have referred to location privacy as a multi-layer problem in the prewibapter. It is shown that
for a technology such as Bluetooth, securing its location privacy MAQ igyen important step towards
addressing the problem of location privacy, because Bluetooth deatiegsimarily identifiable by their
permanent factory-set Bluetooth MAC addresses. Thus, we hadgedpnlinkable pseudonyms, which
are flexible enough to be memorable by previously paired devices.

However, the step, while important, is not sufficient to assure overallitotparivacy. In this chapter,
we further elaborate on the theme of multi-layer privacy. We will show howaléwel passive adver-
sary monitoring physical layer signals may pinpoint and track the positiomsmbbile node, hence
compromising its location privacy. Using pseudonymous higher-layeh(aadVAC layer) identifiers
are insufficient to protect against such an adversary. We desariljga@posal to defend against this, and
perform some simulations to show that our proposal performs better thaamtaystems.

The essence of our contribution is to consider covert beampattern,tioyber using multiple an-
tennas to do adaptive beamforming, for reducing observability. We outlenedimponents required to
engineer such a privacy-enhancing system, and develop an evalfratieework to analyze and quan-
tify the location privacy offeredZ00. The parameters we used are wireless LAN operating parameters.
We find that signal-to-noise ratios to carry out successful directiadisftnis more stringent than that
for mere successful communications, which confers an additionalisexargin. We have made exten-
sions to performance metrics for measuring location privacy from the sttgithie mobile situation, and
using an end-to-end integrated radio and mobility simulation, we compare lopatiacy performance
of omnidirectional versus adaptive beamforming beams. Under this evaluatio proposed privacy-
enhancing system is shown to perform better. The framework we deigefgxible and extensible to
other wireless technologies and beam patterns as well.

We put forward thatinobservability(vis-a-vis unlinkability) at this lowest, physical layer, is a par-
ticularly important property to assure overall location privacy.
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7.2 Related Work

Many researchers have discussed location privacy for uppeslayer have proposed countermeasures
such as degrading the location information or changing pseudonymsrapaige intervals, by Beres-
ford and Stajanod7; 28] Grutuser and Grunwald[3; 84], Gruteser and Hohgb; 93], Wong and Sta-
jano [201], and so on. These are, however, insufficient in the presenceadgsie observer at the lowest
(physical) layer. Such an adversary could detect the location of the vimtilnypassing the degrada-
tion and could observe the changeover from one pseudonym to the titeezby re-linking the two
pseudonyms of the victim.

We distinguish our problem with the related, but subtly differdistance-boundingroblem, which
often uses physical layer characteristics, and the problem is addyrdsseexample, by Brands and
Chaum B4] through a protocol, and by Fishkin and R&/[ through measuring Signal-to-Noise Ratios
in the antenna. These solutions are meant to help a verifier calculate thebhaumel of the claimant’s
range.

Before we discuss how existing solutions would break down againsigathi@cation privacy attacks,
we will outline the application scenario and the adversary model, so as to nakksttussion more
concrete.

7.2.1 Application Scenario

The expected application scenario is as follows. Suppose you as angsearrying a wireless-enabled
personal laptop. Your laptop maintains connectivity to the Internet thrbagh stations connected to a
network backbone, and they may operate, by way of example, the 80&dl&ss LAN type of technol-
ogy. In an attempt to maintain your location privacy, the wireless interfagewf laptop periodically
changes disposable pseudony®4][ Through the course of your movement through an urban centre,
you may cross over between footprints of different base stations.

7.2.2 Adversary

We model the adversary as the following. He does not control the puliliwrie of base stations, but
he controls a network of receivers whose function is to carry out pasitication of mobile nodes.
This is shown pictorially in Fig. 7.1. His objective is to track your movement pgeudonym changes.
As long as he can maintain a high enough resolution location fix on your emittinglenuide, even
if the anonymity set of the perceived mix zor#r] 29| is large, he can compromise your linkability
significantly.

Specific algorithms this attacker may use to locate your position encompasg#rémening Time-
Difference-Of-Arrival (TDOA), Time-Of-Arrival (TOA), Angle©f-Arrival (AOA), and Receive-Signal-
Strength-Indicator (RSSI), which will be sketched in Section 7.3. Tharpaters of the link between
the mobile node (MN) and the base station (BS) will be described in Section 7.7.
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Figure 7.1: Adversary Model

7.2.3 Why High-Level Countermeasures Fail

High-level anonymizing mechanisms, such as pseudonyms, would fail thredgbove threat model. The
effect of using changing pseudonyms is: firstly, to obscure the reatitgef the user, and secondly, to
confer unlinkability between different pseudonymous identities of the sare Bseudonyms fail if the
attacker can continue to pinpoint the nodes even as these changermseadathin mix zones. A mix
zone, shown in Fig. 7.2, is a spatial construct within which pseudonymmated’ by the middleware
or network provider, and hence protected against adversarial apptigroviders, in the original model
proposed by Beresford and Stajai2d;[28]. The middleware or the network provider are assumed to be
honest. Conversely, pseudonym changes which violate the model byriagooutside mix zones would
open the pseudonyms to be linkable by application providers and allow cargao

In fact, the mix zone result of Beresford and Stajano is more generaliaedathat was explicitly
stated in their paper27; 28]. A signal-level mix zone can be conceived. This signal-level mix zone
can be defined as the area (or more accurately the volume) of space wititin thie attackers cannot
distinguish between the positions of two similar signal sources with high pildpalkVe may assume
that the signal-level mix zone is usually smaller in size than the application-greladel mix zone.

Introducing radio silence period94] helps increase the uncertainty experienced by the low-level
attacker, and using the mix zone analogy, is equivalent to expanding thenexadius. But this requires
close coordination of the radio silence overlaps of mobile different naddakey change pseudonyms,
S0 as to guarantee anonymity. These countermeasures are clearlyistadesder our attacker model.
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7.3 Localization Schemes

A passive eavesdropper who attempts to silently detect the location and nmiveih@e mobile node
would need to use some localization scheme. Several different genalizé&tion schemes would be
covered in this section. Different localization schemes produce eromngies of different shapes.

Received Signal Strength Indicator(RSSI) technology uses measurements of signal strengths to
calculate distances from the transmitters. It depends on knowledge ofatismiitter power and the
propagation loss.

Time Difference of Arrival (TDOA) technology measures the arrival times of a signal at different
receiving stations, and using the difference in time it arrives at diffesetions, it is able to trilaterate
the signal source and locate it if at least three receiving stations atle Uibe stations must be well-
synchronized.

Time Of Arrival (TOA) technology also measures the arrival time of a signal, and is similar to
TDOA, except it uses the absolute time, to carry out ranging and trianguletithe transmitter. (The
Global Positioning System (GPSjJ] utilizes such a concept. The satellites have very accurate atomic
clocks; the GPS receiver uses an internal crystal oscillator-basekltblat is continually updated using
the signals from the satellites. The receiver identifies each satellite by its distde/Acquisition (C/A)
code pattern and generates an identical C/A sequence itself internally.ifiydinthe two sequences, the
receiver can measure the time delay for each satellite, and calculate the@igaown as pseudorange).
By calculating its distances from several hovering satellites, whose paséierknown, a GPS receiver
is able to calculate its own coordinate position on Earth.)

Angle Of Arrival (AOA) technology measures the incident angle of the signal at eaclvirare
station. With data from two or more stations, the location of a transmitter may bel.fobar this
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technology, the receiving stations have to deal with multi-path signals well.
In our proposal, our primary interest is in the AOA scheme.

7.4 Physical Layer Solution: Adaptive Beamforming

To address such a threat, we analyzed the requirements and proposethizecture. Advances in RF
frontends and digital electronics have made it possible to produce higlegtidinal antenna patterns
using adaptive beamforming. Smart antennas are increasingly beinghusigdless LANs and cellular
communications in their base station antennas. Smart antennas direct @gjp tewvards the intended
users by beamforming, and reduce energy away from unintendesl uBee use of multiple antennas
at both ends capitalizes on spatial multiplexing and increases data througlgomnicept epitomized by
the MIMO (Multiple Input Multiple Output) model. Smart antennas also mitigate agatiee effects
of multipath fading. For location privacy, we are more concerned with multiplersnas’ beamforming
property — we propose for mobile nodes to use smart antenna to prodane fmtterns with narrow
main lobes and low sidelobes. It is worth noting that what we are proposigfuglly a different use
of multiple antenna elements, compared to MIMO. In MIMO, one or multiple beamsr@ated by
an antenna array, and can be used to take advantage of transmiitylivenereas in our proposal, we
advocate a single beam, to achieveoaertmode.

The majority of the building blocks necessary to engineer a system hardgaast low-level wire-
less location privacy attacks exist. We outline the overall system strategy.

7.4.1 Assumptions

We make the following assumptions:

(1) Mobile nodes have a robust method of estimating their own location.dsicrgly, satellite radio-
navigation receivers (namely, GPS, and in the near-future, Galileoheing integrated into mobile
handsets. New generation GPS receivers themselves are able to msddgiels such as adaptive beam-
forming [36] or analog electronics, to suppress the effect of ground-based jerandrspoofers, and
thus could derive own geo-position with good reliability against even a natelgrstrong active at-
tacker. Mobile nodes also assumed to have a means of estimating their azineattiagpsuch as by
means of a compass.

(2) The intended physical environment ranges from (a) flat unatistluerrain to (b) moderately
urban environment where the base station antennas are sited at highnecaiib that there is typically
good line-of-sight to mobile nodes. If the environment is instead compdseday RF scatterers and
reflectors, then the attacker’s job of finding the direct and dominant lsggath is already made very
difficult.
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7.4.2 System

The main features of the system are the following:

(1) Mobile nodes have a secure way of learning the true coordinate® dfatbe stations. These
coordinates could be pre-distributed by a trusted authority, appropréditgtslly signed and attested.

(2) A mobile node will shape a radio beam in the direction of the base stationgsaxiated and
communicating with, based on knowledge of both nodes’ positions.

(3) Mobile nodes will carry out mutual authentication with base stations, astl@efuprotection
against an attacker which attempts to trivially spoof a base station.

(4) The mobile node will not emit much power outside its main lobe. The main lobeisresl to
be narrow, nulls are required to be deep and the sidelobes need to bindse;are, however, in turn
dependent on the antenna array geometry.

7.5 Security Considerations

We analyze security issues raised by our proposal:

(1) Base Station Spoofing: In current technologies, a mobile node iats@nd connect with a
base station which emits the beacon signal with the highest power. In quogaio the base stations’
coordinates are pre-distributed via a trusted mechanism. The mobile nodi# sebect a base station
from the list and shape its antenna pattern to point towards it and thersdgiate with this station. Our
mobile nodes will ignore beacon frames as an indicator of position. Thisrdekmce would limit the
effectiveness of an attacker who tries to carry out signal synthesiksitta signal relay attacksto
spoof base station positions in an attempt to steer the mobile node’s beams ataeifd

(2) Self-Positioning Inaccuracies: Our proposal is dependent andiile node having a reasonably
accurate knowledge of its own position and bearing. We can make a eddsassumption that the
node’s position estimate can be accurately derived using radio-navigagiwals such as from GPS, and
in the future, Galileo. Radio-navigation receivers with shaped antemnireg@eep nulls36], resistant to
spoofing as well as jamming attacks, are even now becoming available. Furghaiay build tolerances
into the mobile node’s beam-pointing, to take into account slight self-positiompgecision in the geo-
positioning which may propagate into azimuth calculations. (When the node rimulas's, an inertial
navigation system can be used, and it is in turn cued from radio-navigatjoals.)

(3) Inter-Layer Linkability: De-linking between different layers of theofmcol stack is important
to guarantee overall anonymity. Fig. 7.3 shows the network stack, andehtfiers at each layer. As
has been mentioned earlier in the chapter and in the sections on the BluetoGtitaykk pseudonym
management, the anonymizing mechanisms at each layer need to de-link théeideatifoss different
layers. These mechanisms ought to be well-coordinated to counter attaicksagcur across layers.

1in asignal relay attackthe adversary receives the signal from a spoofed base statioys ieland broadcasts it from a
different location, pretending to be the base station. $igaal synthesis attacikhe adversary himself synthesizes the signal
that is expected were the spoofed base station positioned where thsaaghierand is broadcasting from there.
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Figure 7.3: Layers

The problem would be worsened by feature interaction and optimizations waitliracross layers.

In this section, we will not cover layers other than the physical layer; Wlgust make the assumption
that the layers have been properly de-linked (i.e. isolated).

(4) Samples for Tracking Missing: We can relate our work to previoukwomulti-target tracking
(MTT) [85], which had used tracking and target labelling algorithms on discretizedlsampsight-
ings of the mobile nodes’ pseudonyms. The effectiveness of ourtcadaptive beamforming proposal
can be equated tmissing sampleavailable to a distributed passive adversary for carrying out MTT.
With samples gone missing, the adversary would be harder pressed todadate-anonymise nodes
precisely. This is elaborated upon in Section 7.9.

7.6 Radio Environment

We consider a communication system similar to the wireless LAN IEEE 802.11dnsys

7.6.1 Link Budget

The radio link budget equation is given d&; + Gix — PL + Gix = P, WherePy is the transmitter output
power (of the mobile node)Giy is the transmitter antenna gaiR, is the path lossPy is the power
received at the receiver of the base station, @pdis the antenna gain of the receiver. It refers to the
uplink. The values are given in dB, dBi or dBm as appropriate.

7.6.2 Loss Propagation Model

Selecting a suitable propagation model so as to compute a most realistic pafh iesme of the key
aspects of this work. For a link without obstruction, the standard freeedpas model is:

127



Loss= 3245+ 20log[D/km) + 20log( f /MHz)

But this oversimplified model is inadequate. Models that represent reahgos more adequately
exist, such as the COST-Hata Modé4#8]. It is not site-specific to the extent of requiring every physical
structure to be modelled. It had been fitted to observed power degradatioes through exhaustive
field studies of mobile environments similar to what we are considering.

Loss= 46.3+ 33.9log(f /MHz) — 13.82log(hpase/ M)
—a(hmobile/ M) + (44.9 — 6.55log(hpase/ M) )log(D /km)
+Cm

The parameters aré for frequency,hpase for the base station heightimgpiie for the mobile node
height,D for the distancea is a function 8] andC, is a constant.

7.6.3 Regulatory Requirements

The Federal Communications Commission (FCC) in the USA has limited the transmitter fm a
maximum of 30 dBm or 1 watt, for 2.4 GHB]. Using the maximum power, the maximum transmitting
antenna gain is 6 dBi. Point-to-multipoint systems are given a lower limit than fmipbint systems

— we will use the more conservative limit. For this, the maximum EIRP is 36 dBm, andvery
dB by which the transmitter power is reduced, the antenna gain may be iedrbgsl dBi. We use
Federal Communications Commission (FCC) lim@§][for our analysis. European Telecommunications
Standards Institute (ETSI) limits may likewise be investigated. ETSI limits on maximupubpower
and EIRP, adopted by many European countries, are lower than thosat@ahy FCC.

7.6.4 Antenna Gain Pattern

In adaptive beamforming, the operations of phase shifting and amplituiegst@r each antenna el-

ement are carried out adaptively. A beampattern is basically dependéiné @rray geometry (i.e. the
number of elements, the spacing and the aperture size), the transmittedfozguency, the gain pattern
of each element, and the antenna weights. The array factor (AF) espiresthe gain for the antenna is
described analyticallyl[3] as follows, substitutingd = 4 for a 4-element antenna.

N
AF(G) — ZeJrj(nfl)(kdcoseJrB)
n=1

wherek is the wave numbed is the inter-element spacing afids the excitation phase. The expression
for the radiation pattern is:
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_ kle Ik
E@,r) = agjn (:mr x AF(0)

where the first term is the electric field description, which will be replaced withnormalized trans-
mission power and an antenna gain of unity. The second term is the aotay fescribing of the
radiation pattern in a vertical dipole. Choosing values so as to achievepjgie trade-offs between
minimizing sidelobe power and minimizing mainlobe beamwidth, setting the inter-elemacihgo

be half-wavelength (i.e. 6.25 cm for 2.4 GHznd assuming such antenna can be synthesized, we can
derive the array factor in Fig. 7.4.

7.6.5 Attacker’s Direction-Finding

Due to tolerances and known calibration issues in direction-finding syssmdsnvironmental factors,
localizing an emitter in the field is not as trivial as simulations suggest, but tle¢sa sipper-bound on
an attacker’s effectiveness.

Position localization via Received-Signal-Strength-Indicator is unrelidi@deause the transmitter
power may be unknown and received power may fluctuate due to multipgithgation and shadowing.
Time-Of-Arrival and Time-Difference-Of-Arrival methods requirestbignal to have a very short pulse-
width to be effective, such as Ultra-WideBand signals. The reliable optibradgainst WLAN-type
systems is Angle-of-Arrival (AOA) estimation by two or more sensors, ¥add by triangulation, as
indicated in Fig. 7.5. (MN represents Mobile Node.)

1An aperture size of 18.75cm for an 4-element linear array can oondomfortably onto the top rim of, for example, a
9-inch LCD screen of a laptop.
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Figure 7.5: Geometrical error constraints using AOA

Signal Model

The signal model is as follows. There ak< L narrowband sources (wheteis the number of
antenna elements) centred at frequengy We also assume the sources are deterministic. Additive
noise is modelled as a stationary zero-mean random process. To mathemdtsatipe the effect of
the translational invariance of the antenna array, we apply the convahpiactice of treating the array
as being comprised of two sub-arragk, andQy, which are identical in every respect, except that they
are physically separated by a known linear displacententhe received signal model at tith antenna
element of the two sub-arrays can be expressed as:

<

x(t) = Sc(t)ai (Bk) + Nnyi(t)
=

Vi) = 5 s(t)elhsinth/Cq(B,) + nyi(t)
k=1

Mzl

wherebfy is the direction-of-arrival of th&th source relative to the direction of the translational displace-
ment vectord. Combining the outputs of elements in the two sub-arrays, the receivedeatzta van be
derived as:

Xi(t) = As(t) + ny(t)
Yi(t) = Ads(t) +ny(t)

wheres(t) is theM x 1 vector of impinging signals (wavefronts) as observed at the refersuz-array
(in our case, we choose this to §g), and the matrixd is a diagonaM x M matrix of the phase delays,
and is given by:

o = diag{e/®, ... elPv}

wherefk = wpAsinby/c
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Finding the Angle-Of-Arrival (AOA)

The MUSIC (MUIltiple Signal Classification) algorithmi 7] was one of the first significant algo-
rithms for doing AOA estimation, then ESPRIT (Estimation of Signal ParameterRaiational In-
variance Techniquesl b0, 162 163 emerged, which was found to be particularly cost-effective. The
MUSIC algorithm is powerful, but rigorous analysis has found that ML&timations are biase?(§).

Its bias increases as the signal source moves away from boresiglaisaridcreases as the number of
elements increases while keeping the same aperture. Comparisons of MOGESPRIT have been
made [F3]. ESPRIT is compelling because it is much less computationally intensivesdpuires a linear
array - an undemanding requirement (otherwise, non-linear arraygeaerally possible).

There are different versions of ESPRIT. Studies of these havedmeetucted and it had been shown
that some versions produce the same mean-square-&66r [In our studies, we used Total Least
Squares-ESPRIT (TLS-ESPRIT)G3 version, which was introduced to make the estimation more prac-
tical when only a finite number of noisy measurements is available.

We apply the TLS-ESPRIT algorithni 85 as follows:

(1) We defineL as the number of elements in the direction-finding array. Since we are agsamin
element array, sbh = 4. We next define &-dimensional random vectarcorresponding th consecutive
data samples. We estimate the correlation mé&gifrom the data.

(2) We compute the generalized eigenvectors and eigenvali&swherek ranges from 1 to L :

R = AkZq€
(3) Usually there is a need to first estimate the number of souMes(Several algorithms exist to
compute this.) The maximum number of signal sources whose direction catitbated is limited to be
1 less than the number of antenna elements. Thus, a 4-element arraylestorediimate for more than

3 signal sources simultaneously. B B
(4) We next generate a basis spanning the signal subspace and pirdisiqQy whereQ € C-*M,

| |
S < | = _ - Q XX
cuft a0y

(5) We perform singular value decomposition cﬁ@ Q] We then extrac¥ as the right singular vector,
and partitionVv into four M x M submatrices:

Vii Voo
V —
[V21 sz]

(6) Next we compute the eigenvalugs A»,... Ay of the matrixWt swhich is equal to—V12V2*21.
(7) We come to our last step, to compute the angles of arrival, whisrihe separation between adjacent
antenna elements:

.1 Arg(Ak)
1
B = sin 210
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Figure 7.6: SNR versus distance for different EIRP

We are not considering an adversary who might use physically stegestiehal antennas (such as
Yagi antennas), because these devices would firstly, be cumbersotrse@ondly, allow only one signal
source to be tracked at a time per receiver.

7.7 Radio Simulation

7.7.1 Path Loss

Using procedures outlined earlier, we calculate the Signal-to-Noise R&iMRY) for a range of Effec-
tive Isotropic Radiated Power (EIRP) values for the uplink. The uppéri€the FCC limit. The lower
end can be considered as the mobile device exercising power control to limitjtst power to just 20
dBm, and using an omnidirectional antenna. Many PC card wireless aslggatay have omnidirectional
antennas with a gain of 0 dBi (or equivalently, the mobile node could als@bsritting at less than 20
dBm, and using a high gain antenna). We assume a reasonable rec&eefigure (NF) of 10 dB for
the base station. The receiver antenna gajp,is set at 6 dBi, again a typical figure, for many current
BS antennas. Fig. 7.6 shows the degradation of SNR with increasing @istandifferent uplink EIRP,
using the previously stated assumptions.

Fig. 7.7 shows the change in SNR for different receiver noise figairesfixed EIRP of 20 dBm. A
better noise figure of 6 dB adds a 4 dB increase of SNR over the cage Wigereceiver noise figure is
10 dB. Thus, an attacker who invests in a more expensive low-noisiweegeéll improve the SNR of
the received signals for a given distance.
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Figure 7.7: SNR vs distance for different Rx NF

7.7.2 Angle-Of-Arrival Estimation Errors

We investigate the performance attainable using the TLS-ESPRIT algorithrtetoept wireless LAN
type of signals. We make the assumption that the attacker uses a 4-elemerdariagdor his receiving
station. (If the attacker invests in more antenna elements for his system auwe theorrespondingly
greater aperture size, he can obtain better performance and futuretgimsiéan elucidate this, provided
the channel characteristics do not change while he takes a longer time @ todiesignals.) Angle-of-
Arrival estimation is carried out and the the mean-square-error (M$Hjeoestimation is computed.
The plot of the MSE of AOA estimates with different SNRs is shown in Fig. 7t& $NR refers to that
experienced at thattacker’s receiverAgain, we assume that the receiver NF is 10 dB.

Fig. 7.8 shows that the AOA estimates converge to an acceptable accuranythe SNR is 10 dB
or better. At lower SNR levels, the fluctuation is quite significant, often gimmage than 1 deg MSE. At
SNR levels of 15 dB or more, the MSE flattens out. Thus, the adversanatidimpts to do Angle-of-
Arrival estimation using TLS-ESPRIT needs to be placed in a position wie@n receive the MN's
uplink signal at a SNR value of 10 dB or better, otherwise his estimate will kyeereor-prone. To give
an idea of the error, if the MSE of the AOA estimate is 1.4%mud the attacker is 150 metres away from
the MN, then the error in distance is arouti metres.

The above simulations indicate thpper bound on the attacker’s direction-finding ability with the
said set-up. In real field conditions, there will be imperfections in equipmemt.example, frequency
stability of the clock used for demodulating and sampling the measured sigieaisdiie AOA estima-
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tion accuracy124). This is shown in Fig. 7.9.

Briefly, the frequency offset (i.e. phase rotation observed at theverg is caused by differences in
the oscillator reference frequencies at the transmitter and observefréduency shift depends on the
frequency stability of the reference clocks, specified in parts per millipm{p If both the transmitter
and receiver have different clock accuracies, then the maximumenegaccuracy in terms of ppm is

fppmmay = Fppmmaxrc - fppmmaxx

The maximum phase rotation over a burstofamples with a sample ratgis:

N
emax — (ZT[X fC X fpprr(max)rx) X r
S
wheref. is the carrier frequency. Consequently, the incremental phase rotatieach received sample

is:
0
el _ Eax
For example, if we have maximum frequency off§gbf 300 Hz, the frequency stability will be:

_fa 300Hz 'y
foom=1 = 52 g, = ©-125% 107°(i-e. 0125 ppm
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Figure 7.9: MSE of AOA estimation vs frequency stability

Fig. 7.9 shows the very significant deterioration of AOA estimation accuaadiie frequency stabil-
ity worsens from 0.1 ppm to just 1 ppm. From 0.3 ppm upwards, errors thak@OA estimate rather
unusable. Obtaining 0.1 ppm frequency stability is costly; the attacker ieddix make significant
investment in equipment.

7.7.3 Security Margin

For a fixed uplink EIRP of 20 dBm, Fig. 7.10 shows the distance for ssfagesommunication between
the MN and the BS, and the distance for successful AOA estimate of the Mix bjtacker.

For transmission with a data rate of 1 Mbps with a bit-error-rate better thah A0SNR level of
around 4 dB is required at the receivBi7]. As shown in Fig. 7.10, the BS is allowed to be 222.5 metres
away from the MN. On the other hand, the attacker needs to be as cldse amfres away from the MN
to be able to perform good AOA. This difference in linear distance candaggtit of as a sort adecurity
margin.

7.7.4 Trade-off of Data Rate with Security

We calculate the SNR levels around a MN transmitting with the said shaped beamKig. 7.4). We
assume it uses a fixed EIRP of 20 dBm. Fig. 7.11(a) shows the plan vieve &S3position relative to
the MN. The BS receives with a SNR of 4 dB at this range (outer lobe).cbheentric grid lines show
the distances (in km) away from the MN. The adversary is required to lagldevithin thanner lobes,
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to be able to direction-fix the MN (it follows from Fig. 7.10).

In the earlier graphs, the MN is transmitting with a power level just sufficierdaimmunicate at
1 Mbps with a BS 222.5 metres away. We now consider the security impactrefsing the data rate
while retaining the same BS distance in Fig. 7.11(b). A SNR of 4 dB at the BSvezds required for
a 1 Mbps data rate for 802.11b, but a SNR of 8 dB is required for a 5.5sMhta rate97]. A higher
data rate necessitates a higher transmit power, invariably increasing the moiés radio signature
even with a shaped beam, and enlarging the vulnerable area. The lohgs7rilE(b) correspond to the
contours at which SNR = 10 dB for EIRP values of 36, 28 and 20 dBrmmsFitting with an EIRP of
20 dBm, the MN can be direction-fixed from 150 metres away, whereas #ristmits with an EIRP of
28 dBm (still well within FCC regulations), giving it a data rate better than 5.p$/t the BS at the
same position, it can be direction-fixed from 250 metres away, both distaefszring to the main lobe
direction. Clearly, data rate trades off with location privacy, and neelds tarefully managed.

7.8 Integrated Radio and Mobility Simulation

We used the IBM City Simulatorl04] to generate node mobility output to drive the location anonymity
analysis under adaptive beamforming (ABF) and omni-directional (OMNtg¢nna radiation patterns. It
simulates realistic motion of people moving in a city, carrying mobile wireless dewdleglaced 100
mobile nodes on a grid, all communicating with one base station. The advetiaags an increasing
number of receivers at random points, whose locations are fixedddetigth of the simulation. The job
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Fig. 7.11 Plan View of Radiation Coverage

of the adversary receiver equipment is to collect as much signal diréofamation as they can. The
adversary aims to learn as much location information as possible. We wishrtonexhow the change
of radiation pattern affects such information collection, and in turn locativagy.

Base station

Base station
tl @ .' -
t3 3
\ e )
. T ”
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Fig. 7.12 Integrated Radio and Mobility Simulation

Each mobile node exercises power control and optimizes transmission gmagto achieve an SNR
of about 4 dB at the base station’s receiver. The radio footprint &saflts is derived from procedures
outlined earlier. An adversary receiver needs to be within the radiatiosm @ba SNR of 10 dB or better
to be able to carry out direction-finding. These are simplistically repredentEig. 7.12.t, t, andts
represent the different time snapshots of one moving node.

137
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Fig. 7.13 Direction-Finding and Position Localization Success

7.9 Location Privacy Performance

Location privacy attacks depend on being able to track mobile nodesagjwgeficy high enough to reveal
movement information. We consider the attacks in phases:

(1) Attacks that require the location information of as many nodes as poasiilen points in time,
without linking.

(2) Location linking attacks that attempt to bind location information to unique nodes, hence linking
as many positions and movements of a mobile node as it can.

7.9.1 Direction-Finding and Triangulation

In the first phase, the attacker attempts to gather as many direction estimatesnobltiie nodes as
possible, out of around 2010° samples. We assume a detection if an attacker receiver falls within the
beam coverage thresholded at SNR = 10 dB of a mobile node. If the attearkéwo or more receivers
successfully direction-fixing a victim node at a time instant, he can derivMarguilation of the node at
that point in time. The results for both omnidirectional and adaptive beamfgrb@ams are shown in
Fig. 7.13. ABF is shown to be 6 to 7 times more covert (i.e. less detectable) Math @diation pattern
when the adversary uses a low number of receivers. Even whenwesady invests in a large number of
receivers (eg. 10), the former still performs 3 times better. We also segdimag from direction-finding
(DF) to position-localization (PL), the attacker’s success rate degrades sharply against the ABF
beams than for the OMNI beams.
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Tracking Rate for Different Tolerated Blackout Windows
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7.9.2 Location Linkability Attacks and Blackout Window

Location linking is a powerful attack by which the attacker uses locationnmdition obtained at various
points in time to de-anonymize an otherwise pseudonymous node and deterenragithhat it took. To
carry this out, the attacker needs to know not only the location informatiosroBay nodes as possible at
various times, but to link them, he can only ‘lose’ them for a small window of time r&fér to this time

as theblackout window B, and use this as a metric of the robustness of different linking algorithnes. Th
larger the value ofB’ that an algorithm can tolerate, the less its performance is impeded by faaoidrs
as a reduction in the radiation area. In the absence of precise simulatiimisrgg algorithms (such as
[85]), we approximate a linking attack’s robustness to the size of its tolerableduawindow. (In view

of the different multi-target tracking algorithms already existing, this is nimteadrained approximation,
but it arguably serves our current purpose to just compare perfmgrizetween different beam patterns.)

Conceptually, ifS is the set of nodes whose movement the attacker has been able to track until time
t, and letl; be the corresponding location information, then at any timey <t + B, the attacker will
be able to link positiork, with § with a probability close to 1. A linking attack algorithm loses tracks
when it encounters a blackout larger thanBtsFig. 7.14 shows the tracking success for the two beam
patterns for two sizes dB (specifically 1 and 4). ABF is shown to be-@ times better in resisting
tracking. For the adversary, using more robust linking algorithms yieldsflie equivalent to deploying
more receivers.
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7.9.3 Information-Theoretic Location Privacy

There are several ways one can express the quality of anonymity anspeteides. Qualitative tags
such asabsolute privacy, beyond suspicion, probable innocence hetwe been used in Crowd$H7]
and in other schemes. While this helps clarify, comparison across systefffisigtdin our analysis, we
use entropy to measure the amount of information the attacker is missing for limk teode identity
with location and movement. Our method is predicated on: “Anonymity of a systeyrbmalefined
as the amount of information the attacker is missing to uniquely identify an atitdc'so an action”
[27; 171]. We remark that to possess anonymity, you require the existence af ttaffec for blending
your messages with; similarly, to possess some location anonymity or locat@cygryou require the
presence of other mobile entities which have similar mobility patterns to yoursefitdviding you with
some cover. The more of such mobile entities there are around, and theimiae they are to you,
the more beneficial it is for your anonymity. Conversely, if you are the @miity observed moving
around, your anonymity is quite broken; thence your anonymity is heavjgmi#ent on the presence
and behavioural patterns of other potential victims.

In information-theoretic174 terms, the anonymity of the entire systednis the entropy€, of the
probability distribution over all the actors, that they committed a specific action. Hence,

A=¢€[aj]=— Z Prlai]log, Pr[ai] (7.1)

This expresses in bits the uncertainty experienced by the attacker; thatig the additional infor-
mation bits he requires so as to identify a node.

For a number of noded, that the attacker can track frotq to ti, there areN — d, nodes whose
whereabouts the attacker is uncertain about, and assumed non-tradkedolearse first approximation,
the entropy of our privacy-enhancing system can be said to be:

A:_ZN—ldtk '092<N_1dtk> (7.2)

Thus, if a linking algorithm is very sensitive to blackouts, theBas 0, d,, — 0. This is the case
of maximal anonymity where the entropy of the privacy-enhancing systetnss— Iogz(%), assuming
uniform probability.

Accordingly, the performance of an attack using a robust linking algor{®m 4) is shown in Fig.
7.15. According to the metric, ABF outperforms OMNI, providing better infation-theoretic location
privacy. The different slope of the curves indicates that attackesiment in more receivers yields less
steeply increasing benefits for the former than the latter.

It should be noted that because in our usage, we have assumednif@yrenyrobability of the nodes
which were not continuously tracked and hence considered un-bieckb) complete de-anonymisation
of the continuously tracked nodes such that they each has a prob&bilitiyl, and (c) restricting the
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Fig. 7.15 Information-Theoretic Location Privacy of System

categories of trackability considered to just these two; hence the fululgndty and capability of the
information-theoretic approach in quantifying location privacy is not be@adized here, although this
advance can be taken as a reasonable first step. Thus, the disparityindgtion bits shown in Fig. 7.15
between the two schemes is not as large as one would have expectedrétineyiged at the moment
only from the uniform probabilities of the untracked nodes). It seems imdlytiikely that Equation 7.2
has somewhat underestimated the performance of ABF and overestimaetfitrenance of OMNI,
and that in reality, the ABF scheme would cause probability distributions d€itrg¢o be more uniform
than those in the OMNI scheme, thereby demonstrating better entrdyg/hope that when finer-grained
data becomes available in future investigations, which allow individual jbitities to be more precisely
captured, this would allow us to realize the potential of the information-theappooach more fully.
In the meantime, we would suggest Fig. 7.14, over Fig. 7.15, as the more raatufairer appraisal of
the relative performance of the OMNI and ABF schemes.

7.10 Future Directions

Using our framework, other candidate wireless systems and beam patserrme evaluated. Spread
spectrum schemes, such as frequency hopping, which extend @sseitito the time and frequency do-
mains (requiring secret keying between the parties), may also be evahsaaedther privacy-enhancing
layer, on top of beamforming, as a plug-in to our framework. When weldegta consider more specific

1considering a simple example of a binary random variable, a system witistloeiated probabilities of 0.8 and 0.2 has
an entropy of 0.72 bits, whereas a system with both probabilities at 0.&l\Wwaue a higher (and the maximal) entropy of 1.0
bits.
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tracking algorithms, our procedure for measuring location privacy aamdtric could be refined.

In the longer term, we envisage that there needs to be a holistic look at tregyéeak correlated
identifying information across all layers of the protocol stack.

Looking into the future, it is possible to imagine that location privacy could lbeedible value-
added service (a sort of counter to ‘identification and authentication’, @@ments otdeniability and
repudiation) which can be offered to consumers — something which can be turnedtamed off by
the user according to personal preference, similar to today’s mobile cedbtamunications’ ‘caller ID
non-display’ service.

7.11 Summary

Our contributions:

e We outlined how a passive adversary observing at the physical lapeoypass the countermea-
sures at the higher layers, and compromise a mobile node’s locationyprivac

e \We proposed a novel solution to improve unobservability at the physicat laydoing adaptive
beamforming. We described the architecture of such a scheme. This will tin@ljeb of the
attacker harder.

e We presented an evaluation framework and carried out simulations, shoah our proposal
offers improved location privacy compared to the status quo solution of arediidnal radio
beams. The framework which we composed is flexible and extensible.

In this chapter, we have expanded on the notion of location privacy laemglti-layer problem, by
considering issues at the lowest, i.e. physical, layer. It seems quite ledssia sufficiently motivated at-
tacker to track your mobile node using direction-finding, even if your radetaken all the correct steps
to anonymize itself at the higher layers. We have proposed using adhptiveforming to obtain more
unobservability. While our proposal sounds intuitively better, we decidepiantify the improvement
gained through obtaining some hard numbers. We investigated using tyjietdss LAN parameters,
and compared between using the omnidirectional emitting beam, and adagtwéob®ing. Using an
evaluation framework which we composed, with radio simulation, and mobility simnolatie evaluated
and verified that our proposal is certainly more location-privacy-eoimg. We offer our framework as
an extensible first step for evaluating physical layer location privacy.
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Chapter 8

Conclusion

After a decade on the wings, the field of pervasive computing has movereestage. People in fields
like context-aware computing, sensor networks, human-computer interaatid middleware, together
with those in the more traditional areas of wireless communications, applicaticifisjal intelligence
and so on, are now working together to produce smart systems whichemhaedded into the environ-
ment will make services pervasively available. Some of the first proddithe @ervasive computing era
are now deployed.

Along the way, over the course of PhD program, | have learnt some desslens about transitioning
security precepts from the traditional desktop and fixed tethered netwodlels to the area of pervasive
computing.

One set of the lessons which we have learnt includes: asymmetric crgptogffor key agreement,
even if not for PKI) is now possible, and certainly desirable, to assaergy in the face of increasingly
sophisticated threats.

¢ | implemented an actual password guessing attack against a pervasleswitechnology which
does not use asymmetric cryptography, and showed that the attackiideeas

¢ | have implemented on pervasive devices (handphones) a passwbah#icated key agreement
protocol which uses asymmetric cryptography set on elliptic curve gramusresults show that
the performance is good and latency is low.

e | proposed a password-authenticated identity-based (thereby usinticetlipves and pairing)
inter-domain key agreement protocol, which does not require a PKI atidm side, hence avoid-
ing the hassle of obtaining certificates and associated key managemest issue

The other set of lessons | have learnt include: previous models of tlesaaly are outdated, and
must be updated to reflect his different capabilities across the diffehamnels present in a pervasive
computing environment.
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e | showed how key agreement protocols in a ubicomp scenario are ieséthe assumed attacker
models are flawed.

e | proposed multi-channel protocols to carry out key agreement, forpavty as well as multi-
party cases, making use of auxiliary channels in addition to a main insecamealh | offered a
multi-channel viewpoint to consider these.

e | carried out some implementations to validate our proposals, and to studymarfce and us-
ability issues associated with different auxiliary channels, such as a neagbiral channel and a
melodic audio channel.

There remain important usability questions which must be answered in thetaget of work for
other researchers in this field. What sort of channels would yourageeuser find most comfortable
and convenient, in addition to being amenable for combining into a securecpldttn a related way,
how would the operation of these channels be designed? In the longerteelieve the challenge is to
standardize on these interaction models, so that the user becomes &smedus these as the desktop
login screen to which they would instinctively enter their ‘username’ anssyard’.

Assuring privacy is no less important than assuring authenticity, beealas& of care in designing
privacy in the outset would make a surveillance society an increasing reailélf of us. | have learnt that
certain deployed pervasive computing technologies have poor built-itidagarivacy features. Even an
unsophisticated attacker can compromise their location privacy trivially.n€regeneration of devices
ought to have these issues sorted out before deployment, and cerelioitg the capital outlay of the
widespread deployments means that the unsolved problems would be th&g vath us for a long
time.

e | sketched how location privacy is really a multi-layer problem,

e Concretely, | enumerated the location privacy problems in a pervasieéesstechnology, namely
Bluetooth, and proposed a MAC layer solution with stronger unlinkability fowftile also pro-
viding policy recommendations to improve unobservability.

¢ | showed how a passive attacker can compromise location privacy atylseal layer. | proposed
using covert beam pattern to improve unobservability, and carried eemgxe simulations, to
verify the location privacy improvement our proposal offers over thtus quo situation.

Evaluation tools, methodologies and perhaps testbeds need to be continuatlyethpso as to be

able to better gauge the effectiveness of new proposals, and to thiseehdws provided an initial
location privacy evaluation framework.
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At the conclusion of this dissertation, on the whole | believe that there is stilhrnaase for opti-
mism for security in pervasive computing. Initial work has been done bgrdifit researchers. There
remains much follow-up work to secure pervasive systems.

Scanning for broader lessons, it is possible to think of, say, the multingharork, as just a starting
point (and not an ending point) for new research into ubicomp securitthahassumptions carried
over from the homogeneous wireline paradigm break down dramatically Wiey encounter a new
environment. It is worth noting that when the human is integrated into a protoocoeéaningful ways,
some problems can be easily solved; notice that it is so difficult (if not closegossible) for a machine
to authenticate the data origin of a short string of information, whereas itiasofor a human to achieve
the same. Perhaps it is time to remind ourselves to bring back the human usecémtigeof things,
instead of thinking of him as merely an obstacle to be overcome. This is fittimgulse the ubicomp
vision envisages the computer to become ‘invisible’, correspondingly tiwatid imply that the human
would become more ‘visible’. For that, we would need to figure out whatradrudoes best, vis-a-vis a
machine (even a very smart one).

We were well-acquainted with the following features of ubicomp: numer@ssokdevices, inter-
mittent connectivity, resource constraints of processors, and dynahfio@anetworking. To these mix,
we add our own observation of: multiplicity of channel types, and human iti@diaNe may yet ask:
what are the other security expectations carried over from the wireliragligen that are unrealistic for
the types of transactions which we may want to carry out in ubicomp? Whatehow else, would
broadbrush unconditionally high security assumptions be perhaps uns\{itie the Dolev-Yao adver-
sary when extended to ubicomp channels)? What imperfections can wéweulith, and what actions
can we let the human user perform for himself? | admit | have no readyesssbut is this a place to
re-introduce or re-visit multi-lateral security, if we want to, say, allow teailility of having multiple
users use the same publicly owned devices for short periods of time? ddwnchhy we reliably manage
the revocation of trust, assuming the bootstrapping of this in the first plackden solved? Many other
interesting and exciting questions can be posed, and hopefully answretiede. Ubicomp is set to be
a major thrust area in computer science for a while, so the assuring ofdhetgef ubicomp should
continue to be a fertile area, with attendant security flaws, as well as eciedpsolutions, revealing
themselves every once a while.

Before we let over-optimism get the better of us, perhaps it was fortuigmssthat the multi-channel
thread of work, for one, has managed to turn up some viable solutionall ppbblems may turn out to
be tractable. However, it would be worth keeping in mind that generally thielgms would be more
soluble if (a) we pay attention to these before the unsolved problems becortighty integrated and
entangled into the ubicomp eco-system, (b) we are clear about the emgingade-offs that would
invariably need to be made, and (c) we are continually able to revise obspteasssumptions and re-
calibrate our solutions.
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| believe that information security in this increasingly networked informatianetp is simply too
important to be left only to computer scientists and computer engineers. Btlders from the social,
economic and political spheres should be engaged with the problems teainyethere are outstanding
issues in information security of alignment of incentives. However, orealifind common cause, our
hard-gained technical proposals would be able to find true expressioemirgenerations of ubicomp
products, that are secure out-of-the-box for the end-user, adsable at the same time. That would
certainly be a ubicomp future worth looking forward to.
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Appendix A

Appendix A

Appendix A describes the choice of the elliptic curve group used in the indtkapter 1.

A.1 The Characteristic 2 Finite Field

We first consider a finite field of elements, written ag,. In our implementation, we will use a con-
struction based on elliptic curves over a characteristic 2 (i.e. binary) f8gd, = 2", for some positive
integerm, and the finite field used is written &sm. There is only one characteristic 2 finite figfgh for
each power 2 of 2 with m > 1; there are different ways to represent the elemeni&af One of the
ways of representing these would be the set of binary polynomials oéelegr 1 or less. The addition
and multiplication of the field elements would be defined in terms of an irreducibbrpimolynomial
f(x) of degreem, known as the reduction polynomial.

A.2 Elliptic Curves over the Characteristic 2 Field

Leta,b € Fom and whereb # 0 in Fom. An elliptic curveE(Fom) over Fom consists of point® = (x,y)
for x,y € Fom to the equation:

Y 4+xy=x4+ax’+b

The choice of a characteristic 2 field is made because this is easier to impleceothiers.
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A.3 Elliptic Curve Domain Parameters

Elliptic curve domain parameters over a characteristic 2 field are a septuple:

T =(m, f(x),a,b,G,n,h)

Gis a base poinixg, ys) of ordern (which is prime) on the curveé(Fom). We can denote the number
of points onE(Fom) as #(Fam). The integeh is the co-factor, antl = #E(Fom) /n

A.4 Selection of Parameters

Typically, the characteristic 2 finite field$ used would have the following values of

me {113 131 163 193 233 239,283 409,571}

These were designed to enable designers to deploy implementations cdpatgeting common
security requirements3p).

We chosen= 163. This is roughly equivalent to 1024 bit length of RSA and Diffie-Hellmdance,
the reduction polynomial (x) would be:

f(x) = x84 x +x8+x3+1

Elliptic curves ovelfony, generally consist of two types of parameters: those associated with a Koblitz
curve, and those chosen verifiably at random. A Koblitz curve is oneaylite {0,1}. Koblitz curves
allow particularly efficient implementation, but their extra structure also aidskattasome degree. In
our trade-off, we prefer randomly chosen parameters, such as sggessed ones ().
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