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'"CHAPTER 1

MOTIVATION AND AIMS

1.1 Introduction

In this thesis a number of local network architectures are
studied,and the feasibility of a LSI design for a universal local network
chip is considered. Local means within one or several buildings, or on
one site. In this chapter the basic problems encountered in local network

design are defined,and an overview of the thesis is given.

1.2 Technology

The development of computer systems has been greatly influenced
by underlying shifts and developments in hardware technology. These two
processes have not been independernt: hardware is developed as there is a
need for performance improvement in new systems, and new systems are
designed to take advantage of hardware developments. In recent years
these shifts have been tending towards design in LSI (Large Scale
Integration) with up to 16K RAM (Random Access Memory) chips and
microprocessors consisting of more than 2K gates.

A description of current hardware technology is outside the scope
of this thesis,but a number of techniques can be mentioned as showing
promise for the future. Of the MOS techniques (PMOS, NMOS, CMOS,

SOS, DMOS) and bipolar techniques (DTL, TTL; ECL, MECL, IzL), it seems
that NMOS, TTL, and _12L will compete in the future [FERRE77]. NMOS
has moderate speed characteristics and a higher density.(BO - 120 gates/mm2)

than I2L and therefore a lower cost-per-gate. TTL, especially of the




low power Schottky variety’offers high speeds (Snsec/gate . delay), is

well known, and with improvements should_stay competitive in the future.
IZL provides a compromise between bipolar speeds and MOS densities

(I2L density 100 - 200 gates/mmz, speed 5 nsec/gate) and will probably
be used in most areas with the exception of the very low-cost (PMOS)

and very high-speed (ECL) appiications. "ECL is likely to flourish

where very high performance is required (.5nsec/gate delay), for example
in CPU design, and is likely to be developed in the form of uncommitted
logic arrays (ULAs) so the preliminary manufacturing steps can be carried
out before the final design is known.

The design of an LSI device has high initial costs. However, if
these are amortised over a large production run then the price of each
unit becomes low. Thus, custom made LSI units have been developed for
use in areas where the same device can be used at many points in the
system. An area which only recentLy has been subject of study from this
point of view is thatof computer networking. Although developments in
silicon technology over the past fifteen years have seen. a threefold
decrease in cost per gate, these developméntsAhave mostly benefitted CPU
and memory hardware, while inpﬁt/outpt‘and communications hardware have
lagged behind. The time thus seems ripe for a move in this direction,
especially now that communicatiqns technelogy has at last been moving
forward with the advent of opfical devices. These are used both as
optical isolators, where the priée has dropped to several dollars for
units which operate a 2—3MH2, and as optical cables to replace conventional
twisted pair or coaxial systems. The cost/peiformance improvement in
communications technology by 1985 is forecast as twofold in performance

and threefold in cost, giving a total improvement factor of six [HOB77].




1.3 Basic Elements

L.3.1 The‘spectrum of networking technology

Systems connecting a number of computers can be classified
according to their memory/processor interconnection structure as shown

in Fig. 1.1.

Network Type Interconnection Structure

Global Computer Networks Computers loosely coupled by links

Local Networks/Computer Modules Some memory at processing units
linked by high speed transmission
lines

Multi-Processor Computers Crossbar switch in the most general
case.

Fig. 1.1 Computer Network Spectrum

Global computer networks grew as the need arose for communication
between computers and remote terminals. In such loosely coupled systems
the communicating devices can function as independent units and are
connected by a network which can span a large area. As these systems
developed, more and more computer—-to-computer traffic resulted and
sophisticated protocols were developed to enable connections to be set
up quickly and automatically. These large systems improved the
reliability and availability from the users point of view, but generally
made ieefficient use of the available computing power and were very

costly. Examples are the Aloha net at the University of Hawaii [aB70],

Ny




which was originally developed to link a number of terminals to a central
computer, and the ARPA network which is a sophisticated and geographically
distributed network linking‘machines of many different types [KL75b].

At the other end of thevspectrum lie the multiprocessor computer
systems where individual units are in close proximity to each other and
share common memory. Such multiprocessor systems were initially
developed to enable relatively inexpensive processors to share expensive
peripherals such as discs. The software did not réquire alteration,
except that the problem of simultaneity of access to the shared resource
had to be solved. A concept which extended this was spooling (simultaneous
peripheral operation on line). Such systems developed into the very
tight multiprocessor configurations where each processor can access a

. common memory or set of memory modules through a crossbar switch.

This can be considered as a network, although crossbar switches quickly
become very complex when interconnecting large numbers of modules and
thus are only useful for small numbers of processors and memory units.
On the other hand,these tightly-coupled systems do satisfy some of the
objectives of multiprocessing which are availability, adaptability,
modularity, performance, and programmability. There has been a trend in
recent years to improve reliability by decentralisation. Multiprocessor
systems then fare well as they do not depend upon any particular memory
module or processor ané can be reconfigured at failure.

Between the two areas of remote computer networking and multi-
processing lies the ill-defined area of local networking. It seems that
a growing percentage of computer applications will gravitate to this
kind 6f system because of its inherent advantages such as low cost,
reliability, availability, adaptability to specific applications,and

flexibility for growth. A number of local networks have been developed,




noteably the Ethernet [METC76] and DCS systems [FARB72] which will
be described in more detail in the next chapter. Local networks tend
to vary between systems which are designed to provide a communications
capability for I/O sharing in a University or organisation, and others
which attempt to provide more reliable and sophisticated computer
systems for the user by dispersing the computer tasks over a number of
distributed machines.

A scheme which attempts to totally decentralise the computing

functions into a multiplicity of computing units and is best suited

to applications where the load is highly variable is the Computer Module

system built at Carnegie-Mellon University [FU73]. 1In such systems
data has to be freely available to all modules,and thus all input/
output is shared between processors. Such homogeneous processors and
input/output controllers allow easy expansion and economic redundancy
but require an efficient comhunications subsystem. These systems will
be treated as part of the local network spectrum since the interaction
between modules is not as critical as in a multiprocessor and could
thus be implemented in a fast local network.

The differences between remote networks, local networks, and

multiprocessors are summarised in Fig. 1.2.




Global Network Local Network Multiprocessor

Separation >10 Kilometers 10K-50 metres <50 metres

Data rate 10-50 KHz 1l - 10 MHz >10 MHz

Response time 1l sec <.l msec .5 usec

Port Architecture asynchronous shared address shared
communication and interrupt primary memory

Applications terminal share Distributed computing, general purpose
load share high perf. fixed applic-
file share cation,special by

function

Ability to grow possible, inexpensive, but size and perfor-
but algorithms do not mance vary with
expensive exist cost and time

‘Pig. 1.2 Characteristics of Computer Networks
1.3.2 Characteristics of Local Networks

Local networking having been placed in the spectrum of network

technology, the particular characteristics of local networks will be
enumerated and compared with global networks to determine which factors
make the two differenf. As local networking represents an intermediate
area it is difficult to define a precise set of criteria,. The list that
follows is the set of likely, rather than definitive, features a local

network possesses.

(1) It is likely to héve high bandwidth where the speed of the hardware
does not represent a bctleneck. Various networks operating
at speeds of up to 10 MHz have been proposed and built.

(2) " It is likely to have a very simple connection topology so that

routing problems are either non-existent or very simple.




(3) Messages in the local network have'short life times, primarily
as a result of the high data rates and low buffering requirements
of such systems.

(4) Local networks tend to be optimised to the application... This
is true even when. the network is completely homogeneous and is
constructed using one type of computer which is chosen fér the
application.

(5) Because the local network is cheap to interface to the outside wofld,
the addition of extra nodes does not represent a great
expense.

(6) There is little or no buffering in the communications subnet
as local network nodes are simple énd do not perform sophisticated
control algorithms,

(7) The local network may be designed in such a way that there is
a central controlling device. 1In a local network a central
control node cah communicate with other nodes quickly and
efficiently and thus is economically feasible.

(8) Local networks tend to be inexpensive as often they are‘connecting
simple devices, and thus high costs are not economically justifiable.

(9) Local networks are built around a very simple or non existent
backbone network and qommunication can be directly at the host

to-host level.

\The design goals of aﬁy network are to enable computers to share
resources and to allow process.to process communication. This is true
whether the‘network‘is local or global. Furthermore, the network should
have well defined operating characteristics, degradation propértieq’

and should be incremental in nature. That is, it should be desigﬁed




in a modular fashion so that it can be'expanded cheaply and easily.
For local networks this can be achieved by designing simple, clean
systems, where the communication and application functions are well
partitioned and which behave deterministically under most conditions.
The user requires a number of services from the network, which makes
it necessary for a set of protocols to be defined. Such protocols
exist whether or not the network is local; and although some optimisations
can be made in the local case they are generally invariant for the two
network types frém the users~functionality point of view. Thus, to
satisfy the user, the local systems will require most of the features
of the global system (e.g. a layered protocol structure, virtual circuit
connection, etc.). From the network designers point of view these
protocols can be provided much more simply if the network is local. That
is, routing and retransmission algorithms are simpler, as are some protocol
time outs. For example, advantage can be taken of the specialised
link types available and of communication at the host-to-host level. This
means that a 16 bit parallel channel network can be devised with very
high data rates and with no problems such as packets out of order or
inadequate buffering at the network level.

One final requirement of both global and local networks is that
they are capable of easily providing information about the traffic in
the system. This can be achieved either by using a promiscuous node
which looks at all passing traffic (as in Ethernet) or by special hardware
units that trap erroneous packets. It is interesting to note that in
the packet radio system as SRI as much money was spent on the monitor
hardware as on the rest of the system.

"Thus, most of the differences between local and global networks

are due to physical size and are only governed by the environment of

the network.




1.3.3 Users Requirements

From the users point of view the basic requirements of a network
are that it should function in such a way that errors do not occur
on transmission, that data arrives in the order it was transmitted,
and that the user has some control over the movement of data within it,
He also requires some guarantee of the security of data and an
indication of the performance of the network under various loads. Thus
the behaviour of the network should be specified under the following
conditions.

(1) Performance of the network when it is working correctly
and within its design limits. The user requires to
know the delay in obtaining a service, consisting of
the time to set up that service followed by the time
to transmit the data. This includes delays due to
buffering acknowledgement, etc.

(2) Performance of the network when it is not working
correctly. The user requires to know what the response
will be during degradation: which resources are given
priority,and which are lost. He needs to know the
response time during restoration and the mean time
between failures when the network is working normally.

(3) Long term performance of the network. This includes both
long-term data rate as opposed to that achievable in
burst mode and the long=-term failure characteristics.

1.4 Problems Encountered

o l.4.1 Loéal network development

Numerous ad hoc¢ techniques have been developed for interconnecting

machines in a local network; however, for larger systems envisaged for
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for the future a more rational approach to network design will have
to be adopted. Some of the gctions which must be taken before local
networks become better understood and more widely used are listed
below:

(1) Investigation of transmission problems in such networks.
This includes hardware design,network design, protocol
design)and error control,

(2) Development of cost effective LSI partitioning of such
networks. This requires standards to be set to enable
a chip or family of chips to be manufactured to perform
some of the local network functions.

(3) Development of suitable control mechanisms. It is not
clear to what extent control in a local network should
be distributed or what kind of control.algorithms
should be used for opfimum network performance.

(4) Determination of additional functions of local netoworks.

(5) "Modularisation of sﬁch networks to enable the building

of larger, perhaps global, systems.

1.4.2 Measures of Performance

The performance of a local network can be measured in terms of
many factors. ‘These include response time, throughput, delay, line
.utilisation, error rate, reliability, buffer requirements, processing
requirements, behaviour at saturation ,and error recovery time. Each
network designer balances these parameters according to the application
and if.is difficult to compare different systems. However, the important

parameters include cost, line utilisation,and reliability. These
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are discussed below.

The cost of communication is a function of the distance between
the communicating devices and the computing power required to enable
the communication»to take place. Local networks are less sensitive
to the former of these costs than the latter. The network can be
designed so that the host computer performs most of the computational
functions of the network itself. This reduces cost but may require the
host to perform sophisticated transmission algorithms. Alternatively,
the local network can be designed along conventional lines with separate
hardware at each node for network control functions. Such a network
can be made completely transparent and autonomous to the user (the host
being only aware of a data stream connection to another host) but is
more expensive, Systems can be devised where the network not
only performs transmission functions, but also some operating system
functions. This enables a distributed computing system to be implemented
more efficiently. These networks tend to be more sophisticated and
expensive. The cost of a local network is thus influenced by the
computational task it has to perform and more specifically by the
point where the line between host computer functions and network
functions is drawn.

Line utilisation is the proportion of time the transmission
“line is carrying wuseful data. This should be maximised, although on
past experience high line utilisations have not been easy to achieve.
For global networks this figure has been rising from a level of about 10%
for ARPANET to 60-70% for TELNET, but for local networks line utilisations
are still low [KL76].

Local computer networks can improve reliability and availability

from the users' point of view. Reliability is the probability of
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completing a task that has already.been‘sﬁarted, and availability is
the proportion of time that the system is available to the user and is
related to response time. Reducing the mean time to repair to zero
does not make the availability 100%. This is because it takes a

finite time to set up a connection;and if the system breaks down,

these connections are reinitialised and availability decreases. The
reliability of a system decreases with the number of components in the
system. This means that distributed computer systems seen as a whole
are less reliable than centralised systems. However, from a users
point of view, this is not true as most of the time he uses local
resources and only occasionally requests a service from another node.
As such services are replicated and are not dependent on any particular
configuration, he is more likely to have his request granted. Thus,for

the user the distributed system is more reliable.

1.4.3 Choice of Network Architecture

There are many choices available in the design of a network in
terms of overall design and technology. Architectures are compared in
terms of modulation (coding) schemes, the complexity of network interfaces,
as well as measured performance parameters. The local network
architectures include random access, broadcast, ring, loop, polling,
direct-connection, circuit-switching,and shared-memory systems. Recently,
the broadcast and ring schemes have been prominent ,and these will be
examined in more detail later. An interesting new technique is that of
using optical systems. As fibre optic couplers have been developed
and have become available at reasonable cost,such systems are now

increasingly . feasible. However, fibre optic systems are not always
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suitable: for example, a broadcast system built around high-speed
optical devices (200-300MHz) would have poor operating characteristics
and require very long packets.

Different problems arise when the network is homogeneous and
consists: of identical units (e.g. Ethernet) and when it is constructed

jusing dissimilar machines (e.g. DECNET, SNA). For non-homogeneous
“netWOrkS:microprocessors can be used to perform some of the network-to-
host intéraction functions. However, as local networks tend to operate
at high'épeeds,microprocessors can be a bottleneck and are not always
suitable. When networks are homogeneous, addressing can be simplified
by specifying network-wide address formats. Sets of such networks can
be intefconnected using devices which do not perform any protocol
trahslaﬁion but only buffer the varying speeds of such networks. These
devices can thus be simple and cheap.

Other network architecture issues which arise are what kind of
error check facilities are provided and whether any special features
such.as a broadcast mode should be used. As local networks (with the
exceptioﬂ of contention) can be made almost completely error free.the
error check can be omitted in some cases. It is unwise to use a

. communication network without any error checking,but providing errors
are rare, refransmission at a higher ievel is not inefficient. Some
networks provide sophisticated error check facilities (Ethernet); and
in some cases;ﬁhe CRC check is used as a basic component in the packet
structure (DCS). An important issue which has not been addressed by
network designers is that of exploiting the broadcast facility of the
bus and ring networksn Such a feature has been used to communicate
"between the source and one or two other nodes, but it is rarely used tc

communicate With all nodes in the system simultaneously. One of the
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reasons for this is that the broadcast message can become corrupted, and
additional protocols have to be defined to cater for this possibility.
The design of the local network has to be seen in the light of
possible LSI implementation. In order to do this, the functions of a
chip have to be defined, as well as the interfaces between the network
and the host. Such a chip can be complex and require simple interfaces,
or it can be simple and cheap with sophisticated interfaces to the
communicating devices. Finally, the local network has to be capable of
allowing logistic problems of network administration and protection of

data by encryption to be resolved.

1.4.4. Simulation and Analysis

The performance of a local network can be measured by employing
suitable simulation and modelling techniques. The analytical techniques
include queuing theory analysis and Markov theory analysis. Such
analytic models are generally some way removed from the real system due
to simplifying assumptions and give only general results. On the other hand
- simulations tend to be more specific and thus give more application
dependent results. Local networks will be studied using theoretical
techniques in later chapters.. The problems encountered and assumptions

‘taken will be discussed in detail then.

1.5 Points of Investigation and Outline of Dissertation

In this dissertation the tradeoffs in implementing a local
network using a number of architectures are investigated. This is done
both by considering the performance characteristics and hardware

requirements of the systems. The networks chosen for comparison




15

include ring and broadcast s ‘hemes. The fing systems consist of the
empty slot system [HOP78], the permission token system [FARB73], the
register insertion system [HAF74b], and a pre-allocated bandwidth system.
The,broadcast schemes consist of the Aloha system [AB70] and the Ethernet
system [METC76]. LSI partitioning of the network hardware is considered,
as well as the feasibility of a single, variable architecture, general ~
purpose,multi-network chip. Hardware support for protocol implementation
is also examined.

Chapter 2 surveys local networks and gives a detailed description
of the ring network at the Computer Laboratory, Cambridge. Chapter 3
comparés ring systems,and Chapter 4 considers the stability and performance
of broadcast systems. Chapter 5 presents a design and considers the
feasibility of manufacture of a general purpose local network chip.
In Chapter 6 the Cambridge ring is redesigned to provide hardware
support for protocol implementation, Finally Chapter 7 presents
some novel local network architectures incorporating simple packet

routing mechanisms.
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CHAPTER 2

LOCAL NETWORK SURVEY

2.1 Introduction

In this chapter a survey of local networks is presented. Initially,
early systems are considered, followed by descriptions of a sumber of
local networks in operation today. These include the University of

California Irvine DCS, the Xerox Corporation Ethernet, as well as .

the ring system at the Computer Laboratory,‘Cambridge.

2.2 Ring networks

2.2.1 Early systems

An early example of a ring scheme is the IBM 2790 data communications
system [STE70] where the data is transmitted to, or received from, a
single loop supervisor. The 2790 system is based on fixed assignment of
time-slots to channels. Each slot is assigned in turn to a different
channel, the total data rate being 514.67 Kbits/sec. The primary use of
the 2790 system is limited to data collection.

Another example of an early ring system is the permission token
scheme proposed by Farmer and Newhall [FARM69]. Each terminal is allowed
to transmit an arbitrary length message when in possession of a»tokén.
The token is placed at the end of the message to pass to the next node
downstream. Such a sclieme is particularly suited for sources of a bursty
naturg; however, only one source can transmit at a time. The token is
implemented with the aid of a polarity violation modulation technique.

A digit is transmitted as a pair of pulses with opposite polarities,and
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a violation of this principle indicates start of message (SOM) or o
end of message (EOM). The single bit which follws the EOM is the token
and is either taken off by the node whichAtransmits its data or is passed
on unaltered. A ring monitor (Honeywell 516) is used to detect when the
token becomes corrupted or when more than one token exists. |

Further work on rings was dqne by Pierce, who proposed that a ring
be divided into a number of fixed size slots [PI72€]. Each slot is
marked full by the transmitter and empty by the receiver. Such a
scheme allows an arbitrary amount of parallelism but has the disadvantage
that hogging may occur; and if messages are longer than the slot size
elaborate disassembly, sequencing and reassembling facilities have to
be provided. Pierce further proposed a hierarchy of rings with buffering
devices transferring messages between neighbouring rings. A single
supervisor monitors each ring to ensure it does not become blocked with
undeliverable data. Pierce's system was implemented by Kropfl [KR72]
and also by Cocker [c072], who connected two laboratory computers
(Honeywell 516) and achieved a maximum transmission rate of 50 Kbits/sec.
To obtain simplicity at the gateway between rings, an addressing scheme
with routing based on the Hamming distance between nodes has been
developed by Graham [GR71].

A system where the controller is much more sophisticated and
performs error control functions and coordinates terminals operating at
different speeds is the Bell Laborétories Spider network [FRAS74a].

This network can handle up to 64 duplex data transmissions at the same
time and makes use of two packet types. Large packets are used for data,
and small packets for network control signals. The ring is divided intn
a number of slots,each slot being able to hold one packet of each type.

The Spider network determines the route for all packets in a message in
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advance of transmission, which allows the number of bits in the address
field to be reduced. This has the advantage tha% there are fewer special
error and control states, but there is an overhead to changing the
communication path.

A ring scheme has independently been proposed by Hafner and By
Reames based on inserting a shift register into the communications path
[HAF74b, RE75aj. The packet'to be transmitted is placed in the shift
register before being transmitted to the next station. A packet can
thus be inserted between two other packets on the ring. This means that
bandwidth is distributed evenly between all users, and that the delay
round the ring is proportional to traffic. A number of techniques can
be devised for removing a shift register from the ring, some of which
allow the register to be used again before the previous packet has been

removed.

2.2.2 University of California, Irvine Distributed Computer

»

System (DCS)

The Irvine ring is used for communication between computers in a
distributed computer system. The ring interface allows process-to-
process communication by‘use of an associative name table at each node.

A new design called the Local Network Interface (LNI) has been proposed,
which incoréorates additional address fields for masking purposes, and
which can be implemented in LSI [MO77].

The LNI connects a host to a communications medium and allows some
changes in message format and transmission protocol. It is to be
implemented on a'single LSI chip, supported by line drivers and power

supplies. The final design speed for the LNI is 1-5 MHz.
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Connector Length Accept Match
or token
DPNM - Destination Process Name Mask
DPN - Destination Process Name
OPN - Originating Process Name
CRC - Cyclic Redundancy Check
MAEC -~ Match/Accept Error Check

Fig. 2.1 DCS Packet Structure

The structure of a DCS packet is shown in Fig. 2.1. Each LNI

has a Name Table (NT) with two fields: the name field and the mask
field. Each of these fields is 32 bits loné,and the NT can hold a
variable number of entries. As a message passes an LNI,all entries
in the NT are compared in parallel with the address fields of the message.
If one of the entries in the NT corresponds to the name in the message,
an attempt is made to copy the‘data. The mask fields can be used to

* override components of the name, which can then be subdivided into a
number of fields. There are two control bits: the Match bit (M) and
the Accept bit (A). These control bits are set by an OR operation at
each LNI. The logical section of the message is protected by a CRC
check, and there is .a separate error check field for the MA bits (MAEC).
As the‘MAEC field is typically much shorter than the CRC field,the delay

through the LNI is minimised.
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The transmission system allows only.one LNI to add a message

to the ring at a time., This is achieved by using a unique permission

token (eight ones), which is used in the same way as in Farmers scheme
[FARM69]. If no token arrives before a time-out takes place,a new token

is generated. If more than one LNI times-out at the same time, several

new tokens are created.- These will either destroy themselves by overwriting,
or two messages and two tokens will be output onto the ring. In the

latter case, the LNI will notice that the CRC of the message following

the token (which is the way it identifies its 6wn message) is different

to the one it originally transmitted and delete both messages. As the
time-outs are set to different values, the ring recovers. The LNI is
designed as a finite state machine built around a number of programmed logic
arrays (PLAs). There are 18 byte input and output buffers, and the delay
"through each LNI is about 1 microsec. The maximum distance between

ILNIs is lKm, and the ring is optically couped to each LNI.

The Irvine ring provides very powerful addressing facilities,

and thus allows efficient process to process communication. This is
achieved at the expense of additional hardware in the LNI and of additicnal
control fields in the packet. Such a system is not suited for applications
where the network only provides a communication mechanism. Also, the

scheme for token regeneration is complex; and as maximum packet length

is 64 Kbits, the effects of hogging may reappear.

2.2.3 University of Cambridge, Ring project

A system which the author has been concerned with is the ring
project at the University of Cambridge. The data ring at Cambridge
was designed to provide a high-speed, low-serror rate communications

path between computers and other devices in the Computer Laboratory.
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These devices are connected through the rihg on an individual basis ,
and as yet there are no global high level protocols to provide automatic
call establishment. The primary uses of the ring are for equipment
sharing and file dumping [WI75, HOP78].

2.2.3.1 Ring Organisation

The original design was based on the register insertion principle,
but in due course it was realised that a more attractive system would be
one based on the empty slot principle. In its simple form the empty
slot system suffers from hogging. This defect can be overcome if each
packet makes a complete revolution of the ring and is not marked empty
until it has passed the original source. With this scheme the interaction
with the ring at each node is minimised and reliability is improved.

As performance characteristics of the register insertion and empty slot
systems are very similar, the latter was adopted as the basis for the
Cambridge ring.

The structure of the ring is shown in Fig. 2.2. Repeaters are used
to regenerate the signal at each node and can operate autonomously from
the stations which perform the logic functions for transmission and
reception of packets. Each station is interfaced to its host via a
specially built access box. The access box tends to be sophisticated
for a simple device éuch as a line printer and simple for an intelligent
device such as a computer which can perform most of the required logic
functions internally. There is a‘unique station called the monitor
station,which is used for setting up the slot structure during tvrn-on,
for monitoring the ring and clearing lost packets, and for accumulating
error statistics.

‘The packet structure is shown in Fig. 2.3 and is chosen to allow

the maximum timing tolerance and minimum delay at the transmitter and
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receiyer. The leading bit is always a one, and is followed by a bit to
indicate whether the slot is full or empty. Now follows a control bit
used by the monitor station to mark as empty packets which are circulating
indef;nitely due to an efror in the full/empty bit. This is followed

by 4 eight-bit bytes, the first two of which are used for destination

and source addresses. and the last two for data. Finally, there are

two control bits used for acknowledgement purposes.

When a station has a packet ready for transmission in its shift
register, it waits until the beginning of'the next slot. It now reads
the full/eméty bit and at the same time writes a one at the output.

If the full/empty bit was a zero it transmits the packet; If ,however,

the full/empty bit was a one,the slot is already occupied and the algorithm
is repeated at the following slot. This scheme minimises the delay at
each node, which can be less than one bit time.

The transmitted packet makes its way to the destination,where the
control bits are set on the fly to indicate accepted, busy, or rejected.
It now returns to the source where the slot is marked empty. If the
packet returns with the control bits unchanged,it was not recognised by
any destination. Each station automatically computes the total number
of slots in the ring and can thus clear the full/empty bit immediately.

It can thus be seen that on transmission the packet is delayed
until an empty slot is found, but then the transmission is rapid; This
ié in contrast to the register insertion scheme where the delay round
the ring can be large, but the initial delay before the register is
inserted is small. As the destination does not explicitly signal when
it is ready to receive the next packet, the ring can become clogged with
packets returning marked busy if devices with varying speed characteristics

are being interconnected. In order to overcome this the following algorithm
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is incorporated in the hardware to delay responses other than accepted.

If a source transmits the same packet twice, and both times it returns

marked busy, then it is not allowed to retransmit it again until some

time later. This additional delay is 2 x ring delay x traffic density

for the first retransmission, and 15 x ring delay x traffic density for
succeeding tries. Thus the number of busies is decreased and performance

is improved, As the data field is short line utilisation may be poor ; however,
multi packet messages can be received asynchronously.

Each Qtation possesses a station select register which is
initialised by the host. This register can be set to accept or reject
all packets addressed to it, or to receive from one source only. When
combined with a time-out mechanism,it can be used to allocate resources
on the ring.

2.2.3.2 Error Recovery

There are no CRC or parity checks on the transmitted packet,
however, a copy of the information is retained at the source and is
compared with the returning packet. This provides a powerful error
detection facility but does not indicate that the packet was correctly
copied at the destination.

If one of the SOP bits is corrupted or the full/empty bit
becomes full, then this will be detected and corrected by the monitor
station. If full becomes empty.then the packet might be ignored at the
destination, but this will be detected by the source. Similarly, the
transmitter will detect if the monitor station bit becomes corrupted in
such a way that the slot is marked empty. An error in the address
fieldgnmay cause the packet to be delivered incorrectly or be assigned
to the wrong source. An error in the response bits may have a more

serious effect as it will not be detected by the transmitter, which might
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repeat the packet or assume it was received correctly when this was
not the case. Under some circumstances such errors can propagate, but
generally they are detected by the source or monitor station within
one ring delay. Unnoticed errors are rare.

Each station continually determines the slot count by using the
gap digits and packet leader digits. The gap digits are set to zero, and
at least one such digit must be present in the system.

Additional error detection facilities are provided by the monitor
station which can issue test packets, store erroneous ones, and provoke
a response from any station. This response is independent of the
returning data so that such a test can be carried out when the ring is
broken.

2.2.3.3 Hardware

The ring is built using TTL technblogy and operatesat 10 MHz,
with a maximum distance of 200 meters between repeaters. Higher rates
would be readily attainable with faster logic. The signals are transmitted
along twisted pairs of the type normally used for duplex operation of
teletypes. Transformers are used throughout for isolation and common
mode rejection. As the repeaters have to operate reliably, whether
they are connected to a station or not, they are powered directly from
the ring. This power is injected into the system by a number of power
units.

Each station is fully duplex so it can transmit and receive
concurrently and independently. The number of bits delay at a station
is a.fraction of a bit, and the minimum ring delay is about 4 microseconds.

A number of modulation techniques were considered, and some of
these are shown in Fig. 2.4. The four wire scheme was chosen as it is

suitable for a pair of twisted wires and has no ambiguity about the
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Fig. 2.4 Modulation Techniques
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start of a digit (unlike phase modulation). A change on both pairs
indicates a one and a change on only one pair indicates a zero, each
pair being used alternately. The advantages of the four wire system can

be summarised as follows:

(1) it is DC balanced

(2) there is very little encoding or decoding delay

(3) both pairs are treated identically thus minimising skew

(4) a choice of clock techniques is available

(5) it is easy to provide a control signal for a phase locked
loop (PLL).

(6) it is easy to detect some errors (e.g. no change on either
pair)

(7) it cannot move half a digit out of.phase

(8) it is easy to transmit power without elaborate filters.

2.2.3.4 Discussion

The Cambridge ring was designed in an environment where many
different types of machines exist and where the disruption to their
operating systems has to be minimal. This differs significantly from
systems where the designer has a free hand to develop host software
according to his wishes, and especially from systems which connect a large
number of identical machines. Furthermore, it was a design task to make
the system as inexpensive as possible,and it was thus kept simple.
Nevertheless, many options are left ,and some of these are discussed below.

In a simple scheme each source transmits to only one destination
at a time. This can be extended to allow the multiplexing of packets to
different destinations. If this is done an algorithm has to be developed
for matching the speed of transmission and reception and to ensure no

sources are continually blocked. For devices with similar speed
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characteristics this can easily be done by'employing a round-robin
scheme. Where the communicating devices' operate at different data rates,
a speed number could be associated with each destination. This
number is updated when the delay does not match the estimate. Other
algorithms have been developed which achieve this in different ways.
Under some circumstances the services of a particular node might
be required by a number of stations at the same time. In the Cambridge
system such requests are arbitrated on a féhdom basis,and thus some
sources ekperience additional delay before successfully transmitting.
Where the application demands more precise performance characteristics,

such requests should be queued.

2,2.4 Ring System Conclusions

Rings allow a number of users to Qemand sharé a single communications
link. As one of the most important parameters in network design is delay,
the rings are normally operated at low loads. This has the advantage that
most of the irregularities inherent at high' traffic levels do not occur.

Rings allow easy implementation of distributed switching and control
functions and are thus well suited for use in distributed computer
systems. There are also economic advantages to ring syStems: they can be
designed to be completely modular and incremental in nature and thus do
not require a large initial investment. |

Thé reliability of a ring system poses a problem as the failure of
any element will disable the entire nétwork. This can be”overcome by
incorpo%éting a parallel standby ring, and a number of such schemes
ﬁave been proposed [zA74] . Such techniques are not suitable for rings
with a small number of stations as the probability of failure of the

reconfiguration units is greater than the probability of their improving
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network reliability. In any case ring failures will often be less
serious than a breakdown in a centralised system in terms of fault

location and repair times.

2.3 Broadcast Networks

Broadcast networks are characterised by the fact that a number of
nodes may attempt to transmit at the same time, which results in all
transmissions being corrupted; Such networks have been developed
primarily to exploit the broadcast and multi-access capabilities of radio
channels, although they can be implemented using a conventional cable
system. The radio broadcast channel can be designed using satellite
or ground radio. In the former case the round trip delay is approximately
0.27 secs,and.in the latter the propagation delay is much smaller
(microseconds). For a satellite channel, by the time a packet reaches
the receiver, the transmission is past history,and no control action
can be taken. When the propagation delay between transmitter and
receiver is small, the transmission can be aborted early on if this is

desirable.

2.3.1 Aloha Systems

The hroadcast network was first proposed by Abramson for inter-
donnecting terminals to a central computer at the University of Hawaii
using a UHF radio channel [AB70]. One channel is used for transmitting
data to the computer, and another for transmitting acknowledgements back
to the terminals. Each terminal transmits and stores one packet at a
time and then initiates a time-out for the returning acknowledgement.
The céntral computer monitors incoming traffic and can detect if a

collision has taken place by using a suitable error check, in which case
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it does not send the acknowledgement. If ho acknowledgement is

received at the terminal before the time-out,the packet is retransmitted.

In order to avoid two terminals timiné_out and colliding repeatedly the
time=-outs for each are set to different values. An alternative scheme is
for each terminal to choose the retransmission interval from a random
distribution. A terminal‘uses no part of the channel when it is idle,

but can utilise all the bandwidth during a burst. However, the maximum
theoretical channel utilisation is 18%,and it has been shown'that the system
is unstable at saturation traffic levls [FAY77].

An Aloha network with users ﬁransmitting at different power levels
has been proposed, where if a collision takes place,the most powerful
user transmits successfully [RO73]. This is achieved by employing the
capture effect of receivers, a transmission being received correctly if
it is sufficiently more powerful than the others. This results in a
higher theoretical channel capacity.

In a pure Aloha system a transmitted packet of length T is
vulnerable to collision for a time 2T. If channel time is divided into
fixed length slots, then packets either collide and completely overlap
or are transmitted successfully. Thus ,the vulnerable period is reduced
to T,and theoretical channel capacity is doubled. This technique is more
complicated than the pure Aloha scheme as a global check for synchronisation
of user packets has to be provideé. The slotted Aloha scheme is unstable

for high trafficinputsland throughput goes to =zero.

2.3.2 Carrier Sense Multiple Access (CSMA)

When the propagation delay between source and destination is
small the CSMA system increases the theoretical channel capacity. Before

transmission the channel is sensed, and if it is occupied the transmission
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is deferred until some time later. If the channel is sensed idle, then
the transmission proceeds and is vulnerable to interference for a time
equal to the propagation delay between the two most distant points in the
system. If a collision takes place,it is detected by both transmitters,
and the packets are retransmitted later. Once a transmission has been
established it continues without interruption [METC76].

A number of protocols, some of thch considerably increase
throughput, have been proposed for the user's action after sensing the
channel [KIL.75a]. However, like Aloha systems, the CSMA system is character-
ised by the throughput tending to zero for large values of channel traffic.

2.3.2.1 Xerox Corporation Ethernet

A local network based on the CSMA principle and built using
coaxial cable as the transmission medium has been built at Xerox PARC.
Ethernet interconnects a large number of small homogeneous ALTO
computers, each with its own disc and VDU. These machines are linked by
a number of cables which form a tree structure. A gateway computer is
located at the root of the tree to perform routing and buffering functions.
There exists only one path between any source-~destination pair, and the
cables can be extended from any point providing this rule is adhered to.
In Ethernet the network specific hardware is simple, most of the
communication task being performed in the microprogram of the ALTOs.
Packets are restartable at the source, the absence of an acknowledgement
causing the transmission to be repeated.‘ This principlé is carried on
throughout the levels of the prbtoéol structure so that if a discrepancy
occurs at any level no action is taken as the appropriate procedure is
carried out at the source. The reason for this approach is that the
CSMA system is inherently error-prone, and it is up to the processés in

the source and destination to take the necessary precautions to achieve
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the desired degree of reliability.
A station is connected to the Ether by means of a tap and a

- transceiver. The tap is designed in such a way that it can be connected
without disruption to the network, and the transceiver is designed to fail
without polluting the Ether., The maximum cable length is 1 KM and the
system operates at 3 MHz. It is capable of interconnecting up to 256
stations, of which about 125 are in use. Phase modulation is used for
transmitting data; this allows the carrier to be easily detected as there

is at least one pulse on the cable for each bit~time. A typical Ethernet

packet is shown in Fig. 2.5.
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Fig. 2.5 Ethernet Packet Structure
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The structure and functions of the ‘hardware and software are
divided into a number of levels. The lowest level encompasses the
transceiver hardware and the error check generator. BAbove this lies
the physical-link level which is concerned with retransmission, serial-
isation and deserialisation of data, speed matching; sequencing,and
acknowledgements. This level is efficient and has féw‘message formats.
At the next level there is the logical-link software for multiplexing
several user data streams into a single data stream. It is at this
level that internetwork protocols such as TCP are implemented; At the
highest dialogue level messages are sent over a logical link between
users ; TELNET and file-transfer protocols (FTP) are implemented, as is
a mailing system. The high levél protocols consume the greatest amount
of computational time.

It takes 40-50 simultaneous disc transfers for thg system to become
significiantly loaded, and thus no special retransmission algorithms are
implemented.in hardware. However, the following algorithm is employed
in microcode to increase Ether efficiency. Retransmission intervals are
multiples of a slot, and every time a transmission atfempt ends in a
collision, the controller delays for an interval of random length, with a
mean twice the previous interval. Under light load chditions-the mean
is close to ong and retransmissions are prompt. As>the traffic increases
a backlog of packets develops and the retransmission intervals increase,
the channel efficieﬁcy remaining high.

In the Ethernet system the cost and complexity.of the hardware is
minimised by performing most of the transmission functions in microcode.
This means that the”transmission algorithms caﬁ be easily changed,
but the attached computers must be sufficiently sophisticated and
homogeneous to allow this. The transceiver provides a collision-detect

signal, which can be up to 20 DB weaker than the transmission and has to
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be attached to the Ether in such a way that no reflections are produced.
A break in the Ether, or a mismatched tap, disable the system.

An attractive feature of the Ethernet system is the use of ALTO
computers to locally fulfil most of the user's needs, with the exception
of very big tasks and I/O0. These are catered for by special server nodes
which can thus be optimised for their tasks. As transmission speeds
increase the Ethernet (and CSMA) systems will become less attractive,
since by the time a collision is detected, a large part of the packet

will have been transmitted.

2.4 Other local network proposals and developments

There are a number of broadcast techniques which resolve the
instability problem under overload conditions [HEI76]. These fall
" into two categories: dynamic control procedures for Aloha type systems
and channel reservation schemes. Dynamic control schemes require each
usexr to take action to prevent channel saturation when the backlog of
packets reaches a certain level. Reservation schemes are suitable
for systems where each message is composed of several packets since the
access request is made for complete messages.

Local network technigues have been used for linking very large
machines. This generally entails the design of a sophisticated station
which can communicate at data channel speeds. Examples are the Goddard
Space Flight Center network which links four IBM360s, a CDC-7600, a
Cray-1l, and a number of smaller satellite machines and has station
costs in the region of $25,000. Network Systems Corporation market
a similarly priced system based on coax cable operating at 15 MHz
whicﬁ-has been installed for fast peripheral (disc) sharing at a numbé;ﬂ

of locations [NBS77].
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At the other extreme a number of microprocessor based systems
are being built. These can be very cheap, as in the éueen Mary College
C-net [WES77], or suitable for applications where a large number of '
microprocessors are interconnected for control applications [Dow77] .
An example of a process control application is the Ford CSMA network
which monitors the operation of machines on an assembly line.

Other local networks include the Mitrenet system [HANK77], which has
a network language for interprocess communication and synchronisation.and is
run on a single RF coaxial cable which also supports other hetworks,

telephone and TV channels; another is a broadcast network of MIT.
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CHAPTER 3 .

A PERFORMANCE COMPARISON OF - RING COMMUNICATION NETWORKS

3.1 Introduction

In this chapter a number of models for ring communication networks
are déveloped. These will be used to provide a better insight into
the way the networks behave and to compare their performance characteristics.
This is done by describing the communications system in terms of a
network of queues. The models describe both the functions of the logical
units of the networks and the different transmission protocols, as well
as measure the average delay and traffic handling capabilities of the
networks. The analysis takes into account the storage capacity (or
delay) at each node, scheduling restrictions, and retransmissions due
to errors.

The networks compared are the register insertion system, the
empty slot system and the permission token system. A further ring
architecture, called the pre-allocated bandwidth system, is also
evaluated, and its areas of application are outlined. These networks

are implemented on the station logic chip described in Chapter 5.

3.2  Previous work

The main parameter of interest when studying a computer networkv
is delay. Once this has been calculated, the throughput can be
obtained either by explicit equations or by Little's theorem. The
parameters which influence delay are:

(1) the station activity and how steady (homogeneous) it is

(2) the amount of buffer storage on the ring

(3) the use of protocols and structure of the ring

(4) errors and error recovery procedures




37

The delay experienced by a packet can be split into two components:

(1) the time before the packet is output onto the ring

(2) the delay around the ring itself

Other ring performance characteristics a?e the line utilisation
(a function of data time, busy time and idle time) , and the effects of
clustering, of the monitor station, of special packets, and of a complete
ring break. Some of the above properties are best studied by use of a
simulation rather than an analytical model as they are too complex to
handle analytically. However, a sufficiently complicated model for the
ring can be developed to show the relative importance of all major

parameters.

3.2.1 Previous work on ring systems

Previous queuing theory work on ring systems can be divided
into two categories :

(L) the analysis of the general cyclic queue problem

(2) the direct analysis of ring communication systems

The problem of a cyclic queue was first studied by Koenigsberg
[KO58]. 1In his system a fixed number of customers requested service at
a number of service centres in cyclic order with no external arrivals
or departures. When the service times for the servers are equal, the
probability of any system state can be obtained by combinatorial methods.
When each service center has a different service-time the solution is
more complicated, and Koenigsberg calculated the analytical formulae
for up to five sefvice centers. The number of customers queued at a
centeF was found, along with the delay at the center, the mean cycle time, and
the probability that a stage is idle.

Finch [PIN59] extended these ideas to include cyclic queues with
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feedback. He found unique solutions for ﬁwo types of cyclic queue
discipline. In both cases an external source feeds one node with
customers. In the first system customers move to the next node on
completion of service, except for one node from which they can move to
any node. In the second system, as well as moving to the next node,
customers can return to the queue frém which they have just departed.
Both Koenigsberg and Finch use the product solution to a birth-death
gueuing system as a starting point for their solutions. This leads to
calculation of the marginal probability that there are n customers at
the j'th stage, the average number of customers at the j'th stage, and
the average number of customers waiting. Finch also points out that
in the case of a single server, the two types of feedback are the same, and
that it is then possible to treat the case of random arrivals and
general service time in a manner similar to that of a M/M/l/K quele.

Cyclic queues with restricted queue lengths were studied by
Gordon and Newell [GO67a]l. They showed that the closed cyclic systems
considered were equivalent to open systems in which the number of
customers is a random variable. A two-stage system waé studied, the
stochastic equations being comparable to those of a finite-capacity,
single server queue. Next, systems with small and large number of
customers,were considered. Results show that for a system with few
customers the restficted queue length at each node has little effect,
and that with many customers blocking dominates, and has a similar
effect to queuiﬁg.

The above results are primarily applicable tothe register
insertion system (and to simple store and forward networks). A
paraliel can be drawn between service time and the delay introduced

at each node by the variable length shift register. However, this does
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' not emulate the real system well since the‘shift register is of finite
length, and the analysis is difficult except in special cases.

In other ring networks the delay round the ring is deterministic
and is proportional to its length, the queue forming at the input
(Fig. 3.1). The models developed in this chapter treat the rings in
this way, the register insertion system being shown to be logically

equivalent.

N

Fig. 3.1 OQueue Structure for Ring Network

Hayes and Sherman studied the traffic behaviour of a Pierce loop
system (i.e. a system with fixed-size slots circling round a loop and with
no hog prevention technique) [HAY71]. They were interested in the
effgct of buffering on message delay,and the model incorporates an
exponential on-off input process to take into account the bursty nature
of data sources. The exponential on-off source is approximated in two
ways: the first by assuming messages with exponentially distributed
length arrive at Poisson rate, and the second,by assuming that the source

outputs at a constant rate equal to the average number of bits/sec
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output by the exponential on-off model. The first of these approximations
is suitable for sources that are not very active, the second being

better suited to active ones. Using this model mean line idle and

busy times were obtained, leading to the calculation of throughput and
delay.

Another paper by Hayes and Sherman [HAY72] is concerned with the
study of data multiplexing techniques for user populations whose source
characteristics are of inquiry/response type. Thus ,source models
for users, as well as for computer responses, are developed which
approximate an inquiry/response context. The three systems compared are
polling, random access,and Pierce loop. It is found that only the
polling system is sensitive to synchronisation delay,which takes place
every time a user station transmits to the central facility. The
‘three schemes have similar performance characteristics, random access
showing slightly lower delays than the other two.

Kaye [XAY72] studied a loop similar to the token system and gave
examples with no propagation delays. He showed that for low loads, the
probability of a message arriving before the previous one has been

processed is low and thus developed approximations.

3.2.2 Input buffer structures

In this chapter two kinds of input buffer structures are modelled.
In the first it is assumed that the input buffer at each node is of
infinite length, and; that all arriving packets are stored and transmitted in
due course., When the arrival rate equals the service rate.the number
of packets waiting for transmission is infinite. In the other buffer
structure buffer size is limited to one packet. Any packets arriving

while the buffer is full are turned away and do not effect the arrival
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process. Thus,K the arrival rate must always exceed the service rate.

3.3 The infinite size input buffer

A number of functions for the performance of the networks with
an infinite size buffer at the input are derived below. In all cases

the fixed electronic and cable delay around the ring is given by NBe.

b

NBe = Nb + i1

N
is

i=1

where biS is the delay in bits through station i
bil is the electronic delay of the lines between station i and
i+l

and N is the number of stations,
A summary of the notation used is given in the Appendix.

3.3.1 The register insertion system basic performance function

In this scheme each station can insert at most one packet into the
ring. This packet makes its way to the destination and then back to
the source where it is removed. Two cases for a subsequent transmission
are considered; (a) when the next packet can be loaded and transmitted
‘,ihstantaneously, and (b) when this takes a finite number of bits delay E.
‘Any bits stored in the lines when ﬁhé system is idle are not utilised and
form gap digits. Let us consider the delay from the time a packet arrives
ready for transmission at the head of the input queue, to the time it
arrives back at the source and is removed allowing another transmission
to take place. This is the service delay of the ring and when divided

by the ring speed,gives the service time of the ring (per packet).
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Service delay can be divided into three components.
(1) The electronic delay of the lines and the transmission and
reception of own packet
(2) The delay due to transmission only being permissable
between other packets
(3) The delay due to the transmitted packet passing through
other inserted registers
Let Tx be the mean arrival rate of bits to a node from the outside

world and Tr be the speed of the ring, and let

T
Tr

“and p(z) represent the mean probability that a sfation has a packet
available for transmission in its buffer (this packet is transmitted
at the next opportunity).

The first register insertion system to be evaluated is that with
instant replacement of old packets in the shift register. Type 1

delay is given by
NBe + Ps 3.1

where Ps is the packet size. If the packet to be transmitted arrives
before the previous has been received back ,no alignment delay is
experienced. If, however, it arrives after the‘previoué one has

been processed, it is assumed that the mean value of this.delay

is Ps)2. The probability of encountering a packet at the

moment of transmission is given by the ratio of number of packet

bits on the ring to the total number of bits stored in the ring and is
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given by

p(z)NPs
p(z)NPs + NBe

The probability that the packet arrives after the previous has been

processed is l-p(z), thus type 2 delay is given by

P52 p(z)
2(Ps p(z) + Be) 3.2

(1 - p(z))

Type 3 delay is governed by the number of other registers inserted into

the ring multiplied by the delay in each and is given by

p(z) (N-1) Ps 3.3

Thus, the basic performance function for the register insertion system
with instant replacement of packets is given by combining equations

3.1, 3.2,and 3.3;

2
B = NBe + Ps +(l-p(z))Ps p(z)

D 2(Ps p(z) * Be) T P(z)(N-1)Ps 3.4

If packets cannot be replaced in the transmission register

instantly, type 2 delay is given by

Ps p(z)Ps
2 Ps p(z) + Be

1

as the probability of encountering another packet on transmission is
never zero, Thus,the basic performance function for non instant

replacement of packets becomes
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o2
D 2(p(Iz))(;;Pi o) * P(2) (N-1)Ps + E 3.5

Due to the effect of E, the maximum value of p(z) is no longer
1 but is given by the ratio of time to output with instant replacement

to time to output with instant replacement plus E:

p(z)flax = m— plx) =1

(z)E - 2N(Ps + Be)2
PYZ) hax 2N(Ps + Be)4 + 2E(Ps + Be)

3.3.2 The empty slot system basic performance function

This model is based on the empty slot system built at Cambridge
. and described in section 2.1.3. Let Ga be the number of gap digits

not used for transmitting data and Q be the number of élots.

NBe -~ Ga

The delay experienced by a packet between arriving at the
transmitting shift register and being completely removed from the ring
(service delay) consists of three components;

(1) the electronic delay of the lines and the time to fill

and empty the slot

(2) the delay from the moment of arrival until the next

full/empty bit

(3) the busy period before acquiring andempty slot

' Type 1 delay is given by equation 3.1. It is assumed type 2

delay is on average Ps/2 plus the overhead due to gap digits. This

delay is only experienced if the new packet arrives before the previous
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one is processed and is given by

(1 - p(z)f Ps NBe

2 (NBe = Ga) 3.6

Type 3 delay is dependent on the number of other stations transmitting
at any one time and carries an overhead due to gap digits. It is
obtained by multiplying the proportion of full slots by the length of
a cycle and the delay per full slot. This assumes the full slots

tend to cluster which holds well for Q<N. Type 3 delay is given by

NBe Ps

p(z) (N-1) NBe = Gay

Thus the basic performance function for the empty slot system

is obtained by combining equations 3.1, 3.6,and 3.7:

B, = NBe + Ps + (l—p(z))zgeN_BZa + P(ZI)\TQZ"PEE Ps 3.8
3.3.3 The permission token system basic performance function
The delay due to the finite size of the token is disregarded.
The service delay as previously defined again consists of three
components :
(1) the fixed delay of the lines and the time to transmit
and receive the packet'
(2) the time to acquire the token due to its variable position
at transmission request time
(3) the delay in acquiring the token due to other transmissions

Type 1 delay is given by equation 3.1. 1In an empty system the token
is delayed on average by NBe/2 bits before arriving at the transmitting

station. It is assumed that this is the average delay if a second
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transmission is requested before the first one is processed_  Thus,type

2 delay is given by

(L - p(2)) —— 3.9

The delay to the token due to other stations transmitting (type 3)
is the same as for the register insertion system and is given by
equation 3.4. Thus ,the basic performance function for the token system

is obtained by combining 3.1, 3.4 ,and 3.9.

NB
B, = NBe + Ps + (1 ~ p(z)) Te + p(z) (N - 1)Ps 3.10
As it is not logically necessary for the transmitted packet to be
received back before the next transmission is attempted,a tandem queue
model for the token system can be developed. Such two stage systems have
been studied: however, as it is impossible for the token to be received

before the transmitted packet,the results are the same.

3.3.4 The pre-allocated bandwidth system basic performance

function

This system is ibcluded to illustrate the differences between
syétems where the bandwidth is pre-allocated: for example, where each
ndde has its own slot and systems where a single station can utilise
the available bandwidth almost completely. Fixed allocation systems
require simpler hardware and have been implemented for linking peripheral
devices to a central machine [STE70]. The two fixed allocation systems
modelléd are {(a) where each node is in possession of its own slot

and (b) where a single slot is shared between all nodes. In the latter
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case the slot size and ring delay are constant. Such schemes work
well when traffic is heavy and homogeneous but generally are very
inflexible.

The service delay for the single slot system varies between

N(Be + Ps)
2

when traffic from the user is very low, and twice that when the user
transmits at every available opportunity. This is due to the service
delay being defined as the delay between the two points in time when

the packet arrives and when it is completely serviced. The small Ps
component at low traffic levels is ignored. Thus, the basic performance

functions for the single slot pre-allocated bandwidth system are

o)
]

D (1L + p(=z)) <'§£§E§i;559 > Ps > NBe

3.11

t
i

2
NBe? (N + 1)) ps < NBe

p = (1 +p(2) < 5

It can be shown that the basic performance function for the

pre-allocated bandwidth system with a single slot per station is

given by
NBe
BD = (1 + p(z)) -
3.3.5 Line Utilisation Equations

‘,Line utilisation (S) is defined as the ratio of data traffic

to total traffic. For the register insertion system the data on the
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line is p(z) NPs, and the total length of the line is p(z) NPs + NBe.
Thus, line utilisation for register insertion is given by
'p(z) Ps
S = ——— .
p(z) Ps + Be 3.12
For the slot system there are two casés. When the actual number
of packets on the lines p(z)N is less than the number of slots Q,
the utilisation is given by the data on the lines divided by the ring
length plus the time to clear the packet (with its gap overhead).
All packets are cleared in parallel, Thus ignoring the slight discontinuity

when N and Q are not of the same parity,the utilisation is given by

p(z) NPs _ p(z) NPs (NBe - Ga)
NBe + Ps + Ga/Q  NBe (NBe - Ga + Ps) '

p(z)N < Q  3.13

If p(2z)N > Q, the minimum delay between successive transmissions is
no longer one revolution (NBe). For N/Q revolutions the data transmitted

is p(z)NPs. The total traffic is thus the data plus the associated gap

N BeN
overhead G- plus the overhead in passing on the slot —S—. Thus

Q

utilisation is given

_ p(z) NPs _ pl(z) (NBe - Ga)
S = p(z) NPs + p(z) Ga N + BeN  Be(p(z)N + 1) ' p(z)N > 3.13

Q Q

Note when p(z) = %-the two equations are equal;and when p(z) = §-= 1
N
both reduce to N+l -

The token system is logically identical to the register insertion

system, and the utilisation is given by equation 3.12.

The pre-allocated bandwidth system line utilisation is directly
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e proportional to traffic because the divesor of the utilisation equation

is invariant with load. Thus,for the single slot system

_ p(z) Ps
" Be(N + 1)

p(z) Ps
Ps + Be

1]

and for the slot per station system

_ p(z) NPs
QPs + Ga

3.3.6 Delay equations

Ps

Ps

Be

> NBe

Ps

p(z)

In order to calculate the total delay experienced by a packet,it

is necessary to determine the value of p(z) for each system. This is

done by considering the line utilisation equations. For the register

insertion system satuation point is reached when

P
Spax = Ps

Thus, the maximum data rate into the sys

> Tx =

max

and the maximum data rate per source is

S

+ Be

tem is

Ps Tr
Ps + Be




Tx
max

and

max

In order to calculate p(z) it is
station transmitting is directly
system, and that when the system
at evefy available opportunity.

same way for all systems so that

evaluated. Thus the probability
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_ PgTr
N(Ps + Be)

Ps
N(Ps + Be)
assumed that the probability of a
proportional to the data rate into the
is saturated ,all staﬁions are transmitting
This assumption will be made in the
their relative performance can be

of a station transmitting is given by

where n is the mean number of packets transmitted in one revolution.

By the linear assumption, for the insertion system with instant

replacement

and for non instant replacement

2N(p(z)®  Ps + Be)
max

zN2 (Ps + Be)

Ps

zN(Ps + Be) 3.15
Ps

3.16

plz) =

Ps

By similar arguments it can be shown that the probability of

transmission for the other systems is given by
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ZNBe. (NBe - Ga + Ps)

<
for slot p(z) Bs (NBe - Ga) N<©Q
T . 3.17
ZNBe (N "+ 1)
= S >
p(z) NBe - Ga NZ¢Q
for token
' _ zZN(Ps + Be)
p(z) = ———Eg————— 3.18
and for the pre-~allocated system with one slot:
zZNBe (N + 1)
p(z) = s Ps < NBe
N(Ps +
p(z) = ZLES * Be) Ps > NBe

Ps

It is now possible to calculate the total delay experienced by
a packet. In each of the systems this delay consists of two components:
(a) the deterministic delay due to the fixed length of the transmission
lines, and (b) the random delay due to other traffic. As the load
increaseslthe coefficient of variation of the random component of delay
changes and at saturation equals zero. Two sets of delay equations are
developed, the first assuming that this random component has coefficient
of variation zero, and the second assuming that the coefficient of
variation.is one. This defines an envelope for the delay equations
within which the true curve lies. Each source is approximated by a
Poisson source with a mean arrival rate of A packets/sec.

The M/D/1 gqueuing system (coefficient of variation zero) is
treated as a special case of the M/G/l system. The server utilisation

is given by

]
l

= B \ Bs
o} sA here T

zT
and A = 22
Ps
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The mean number in the queue at each node is given by

S S - Vi
q 2(1 - p) 2(1 - Bsl)

the steady state number in the system by

2
- _ BsA
LS = Lq +p = BS<?(1 ~ Bs) + A>

and the steady state time in the system by

L
D=-5‘S-’=Bs <§_(l_?sg-;}-\-)> 3.19
Where the random component of the service time is assumed to be
Poisson (coefficient of variation 1), the mean of the random components
"is denoted by %i (all terms in basic performance functions with p(z)
components) , and the constant value of the fixed component ié denoted

by L {(all other terms).Because the two service time components are
2
independent the mean of their sum and first moments can be obtained

directly by summation. Thus, by considering the M/G/l queue, it can
be shown that the mean steady -state time in the system is given by
2(u, + u) (o, = A(u +u))+k(2u2+u2)
1 2 172 - 1 2 1 2

D = 3.20
21 “2(“1 Hy = k(ul + u2))

3.4 The single packet input buffer model

In this model new estimates for the probability of a station
transmitting p(z) are developed. These are obtained directly since the
input.queue is restricted to a single packet. Packets which arrive

while the buffer is full are lost.




53

3.4.1 The register insertion..system delay equation

Mack [MA57a] has studied the problem of the efficiency of N
machines unindirectionally patrolled by one operative when walking
times and repair times are constant, and his model can be applied directly
to the token system. Because the token and register insertion systems
are identié¢al from the point of view of delay, Macks result applies
for both.

Let P, be the probability that n stations transmit in a single

revolution of the ring. Mack has shown that

n-1
= N k
p, = p, () ¥ (@b-1
k=
h _ APs
where a eXp|
ANBe
b exp< Tr )
N
and p, is obtalned from EE p, = 1
n=0

Hencg the mean number of messages transmitted in one revolution of the

ring is
n = > np 3.21

The service delay for the ring is given by

NBe + n Ps
and the probability that at least one packet has arrived, and thus that -

the transmitting register is full is

p(z) = 1 - exp <- %;‘(NBe +n Ps + D) 3.22.
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This value of p(z) is substituted in the appropriate basic
performance function (3.4 or 3.5) ,and the delay is calculated by

considering the M/G/1 queue as before.

3.4.2 The slot system delay equation

For the slot systém p(z) can be derived if the line busy period
is known, and this is calculated in a similar way to Hayes and Sherman's
model [HAY?l]. Line intensity is defined as the ratio of the mean of
line~busy and line-idle periods. This implies that the activé and
idle periods are independent and stationary in the mean. The traffic
being generated by a station is Tx, thus the total fraffic passing

through any node is

I = ——p—— = Tx(N = 1)

Tr. - Tx(N - 1)

where the bandwidth available for data transmission is given by

' _ Tr(NBe -~ Ga)
NBe

The intensity at”ahy station due to transmissions from a single other

station is given by

Y

Tr - Tx
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Thus the average duration of the idle period due to station i is

1l _ _Ps _ Ps(Tr - Tx)
o, Tr I, Tr Tx
i i

In order to calculate the duration of the total idle period, it
is assumed that the duration of the individual idle periods are
exponentially distributed. It can be shown that the duration of the

total idle period is then given by

and as a station can only transmit one packet at a time,this assumption

holds well. Thus,the output idle period is exponentially distributed

with mean

1 _ Ps(tr' - Tx)
0 (N-1) Tr Px

Finally ,the busy period of the line is given by

1 _ %_ - Ps(Tr - Tx) 3.93
o Tr (T ' - Tx (N-1))

It is now possible to calculate p(z) by combining the fixed
line transmission time, the busy period, the overhead due to gap digits,

and the time to transmit the packet.
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N =\ Ps(Tr - Tx) Ga
p(z) =1 = exp<Tr (NBe +<————-———Tr, i TX(N_1)> (1 + QPS) + Ps >> 3.24

The delay is derived as before.

3.4.3 The token system delay equation

As the token system is logically identical to the insertion

system ,the equation for p(z) is given by

p(z) = 1 - exp <- %; (NBe + n Ps)> 3.25

3.4.4 The pre-allocated bandwidth system delay equations

As the time between successive service quota is fixed, p(z)is

given by

e
&
I

3.26

1 - exp <— %g— (Ps + Be)> Ps 3 NBe
> Ps < NBe

1 - exp <- g%g-(N + 1)

for the single 8lot system and by

ANB
plz) = 1 - exp<— grej

for the slot per station system.

3.4.5 Line utilisation equations and packets turned away

For the single packet input buffer model the line utilisation
equations are unchanged from the infinite size packet buffer model. As
packets are turned away, p(z) > L when N + ® or A + », and throughput

when Tx = Tr is less than for systems with an infinite input buffer.
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The number of lost packets is given by

L = AD
n

the proportion of lost packet is given by

- AD
Py = 1 + AD

and thus the total traffic turned away by

2.27

3.5 ‘Evaluation of Systems

The primary difference between the two buffer models is that
whereas for the infinite size buffer, the probability of a station
transmitting increases linearly with load, for the single buffer model,
this probability increases exponentially. This in turn influences the
length of the busy period of the line, and hence delay. By defining a
performance envelope (coefficient of variation 1 and 0), the analysis
concentrates on the effect of alignment delays. The width of this
envelope increases with the number of nodes, and thus the models are

5

not suitable for very lafge systems.

Y

In this section traffic loads for the Cambridge ring are estimated,

and the ring systems :are compared.

3.5.1 Traffic estimates

Data for the traffic generated by the various devices which will

be conneéted to the Cambridge ring has been collected, and an estimate
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has been made for the additional traffic éenerated by the presence of
the network itself. It was decided to emulate a large system as the
demands on the network are thus maximised. The system chosen consisted
of a large number of free-standing I/O devices including teletypes (150),
VDU's (20), line printers (4), and graph plotters (2); and a number of
cémputers including a 370, PDPll's (4), MODl's (2), a Nova, and the

CAP. The traffic estimates were made by combinatorially computing the
probabilities of transmissions occurring at the same time, the program
taking into account the bursty nature of data sources.

It was found that on average the ratio of the data entering the
system to the data handling capability of the system (where the latter
was calculated for the register insertion system) did not exceed 10%
_for a 16 bit data packet and 14% for an 8 bit data packet. In both
cases the cohtrol section of the packet was 20 bits long. Although
this does not indicate the performance of the system under peak load
conditions, it does show that most of the time such a network will
operate under low loads. This is further supported by the observation
that in the Ethernet system the speed of transmission is not governed
by the bandwidth of the network buﬁ rather by the efficiency of the software
driving it.

3.5.2 A comparison of delay characteristics

The delay is normalised and plotted in terms of ring delays per
packet (that is in terms of the time for one bit to travel once round
an empty ring) against the average load on the system NAt, where t is
the time to transmit a packet (t = Ps/Tr).

- The envelope defined by the equations for the M/G/l1 and M/D/1

queuing systems is considered below. The average delay for the M/D/1
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system is always less than for the. M/G/L system, and this is shown in
Graph 3.2 for the infinite size input buffer model. As N increases
the envelope becomes wider due to the maximum and minimum values of the
random components of delay moving further. apart. It can be seen that
the envelope is widest in the central region, as both queuing systems
originate and saturate at the same points élong the load axis. It

is also at these extremes that the coeffiégent'of variation of the
service time tends to zero, whereas in the central region it increases
from this value. All subsequent plots of delay are:for the M/G/1
system ,and it should be borne in mind that' they are thus optimistic

in this central region. However, it is not expected that this will
effect any of the systems to a greater extent than the others,and thus
relative comparisons are valid.

The infinite size input buffer model is presented first. Graphs 3.2
and 3.3. show the delays for a system with 5 stations, with an associated
line delay of 7 and 5 bits respectively. It can be seen that as the
system load increases ,there comes a point at which fhe rings saturate
that is.,the delays tend to infinity. This defipés the maximum data
rate into the system. ' The highest delays are exhibited_ﬁy the pre-
allocated bandwidth system, but are not much different than for the other
systems as there are only 5 nodes, and tﬁe fixed deléy between service
guanta is small. Next in terms of delay is the slot system with higher
delays than either the insertion or tﬁe‘token systems dué to the large
proporﬁibn of gap digits (20%). It is also for this reéson that it
saturates at a lower value, equal in this case to the pre-allocated
bandwidﬁh system. Next are the insertion.systems with and without

instaﬁt”replacement and the token system.. The difference between the
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two insertion systems is small and increases with load. For low loads
the token system behaves in a similar way to the slot system, and the
alignment delay tends to half a ring delay. However, as load increases
the token system behaves more like an insertioniéystem (with instant
replacement), and both saturate at the same point. Thus,there is a
cross-over point at which the token system becomes superior to the
insertion system with packet replacement time E.

Graph 3.4 shows the system of Graph 3.3 with 50 stations. Each
station has an associated delay of 5 bits.Thus theAminimum ring delay
has increased. The pre-allocated bandwidth delays are high and do not
appear on the graph. The insertion systems with and without instant
replacement show little variation. The token system behaves in a similar
way to iﬁsertion for high loads bqt shows higher delay for low loads
due to larger non alignment delays. The slot system has lowest delays
as for large N it is the most efficient, and gap digits form a smaller
portion of the ring(4%). This is particularly brought out in the infinite
size buffer model as p(z) is proportional to efficiency. At low loads
the slot system is similar to insertion since the non alignment delay
are governed by Q and are lower than for token.

As the relative values of Ps and Be change the saturation
points move, and this is shown in Graph 3.5. Because Ps is small (relative
to Be), the saturation point for the insertion and token systems has
moved to the left compared to Graph 3.2, whereas for slotyit remains
approximately constant. Thus,there is a point at which the insertion and
token systems become worse than the slot system even for small N and
(not shown) some gap digits. For the pre-allocated system the delays

are high as there is only one packet on the ring,and 85% of the bandwidth
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is wasted. In contrast as Ps increases this system performs better,
and Graph 3.6 shows a system where ali rings have similar delay
characteristics.

Let us now consider the one packet input buffer model. Under
some circumstances this model exhibits finite delay when NAt<l, since the
load consists of accepted packets and lost packets. The saturation
point is higher, and corresponding values of p(z) and the average delay
are lower compared to the previous model. Graph 3.7 shows the delays for
a system identical to that of Graph 3.2. The most significant differences
are the lower delays for the slot system. This is because for lower
values of p(z) the overheads due to gap digits are smaller, and delay
decreases. A further effect of p(z) taking lower values is that the
effects of alignment delays are worse for the token than for the other
systems. This is shown in Graph 3.8 for a 50 station ring, where the
token system is always inferior to the others. For the single packet
buffer model the slot system is never better than insertion, and for
some configurations,all systems behave in a very similar way (high load
region in Graph 3.8). 1In Graph 3.9 the cross over point between token
and insertion is shown, and the slot system behaves like the token
system as there is one slot on the ring and no gap digits.

The delay models have shown that the ring systems behave in

a similar way and that for any particular configuration the parameters

govern which system exhibits lowest delays.

3.5.3° A comparison of line utilisation characteristics

When comparing line utilisations traffic is generated by N
homogeneous sources. Graph 3.10 shows line utilisation for the infinite

size buffer model when packet size is large. The pre-allocated system
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performs well under high load conditions, and since NBe = Ps all.-systems
saturate at the same point. For low loads the slot throughput line

has the same slope as the pre-allocated system (due to packets having

to return to the source), whereas for p(z)N>Q the three rings are
identical. The insertion replacement delay E has little effect on
efficiency, and in all cases the token and insertion systems are
equivalent.

Graph 3.1l shows a similar system to that of graph 3.10, but
with the slot scheme carrying an overhead of a number of gap digits.
It thus saturates at an earlier point, and the efficiency curve has a
lesser slope at higher traffic levels than insertion.

Graph 3.12 shows a system with 7 slots and 5 stations. For the
slot system the sources cannot drive the ring beyond a certain point;
however, due to the adverse ratio of Ps to Be, the insertion and token
systems nevertheless saturate at a lower level.

Finally , Graph 3.13 shows a system with 25 nodes and very small
electronic delay per node. This means that only a small number of
slots can exist on the ring ,and thus any gap digits have a noticeable
effect. So although the slot system is more efficient than insertion
at some traffic levels, there comes a point where it is overtaken by
insertion. A simiiar graph for a larger number of stations would
show slot to be superior even at maximum inputs.

For the one packet buffer model the efficiency curves can be
extended beyond the point NAt=l, but the further they are drawn to the
right, the more packets are lost, and thus the weaker the model.

Graph 3.14 shows a system comparable with Graph 3.12. The max imum

efficiencies are numerically close for both models, although the path
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taken in reachihg these points. is lower fér the one packet buffer mogel.
Graph 3.15 shows a system with a large number of stations where the
performance of the slot and token systems is initially similar, but

at high traffic levels the slot system is better.

Taking an overall view of the efficiency models it can be seén -
that whereas for the insertion and token systems the efficiency is
invariant with N, for the slot system (with Q<N)'efficiency is a
function of N, Thus as N increases, there comes a point (at a given
load) where the slot system becomes better than the others. The
pre-allocated bandwidth system is always poor, although it can perform

well under high loads. In a real system this would be less true as the

pre-allocated system is inflexible to non-homogeneous traffic sources.

3.5.4 The effect of the number of stations and packet size

The effect of the number of stations N and the packet size Ps
on efficiency will now be considered. Because both buffer models behave in
a similar way, the one packet buffer model with the input traffic
constant at z = %—is used. Graph 3.16 shows the effect on efficiency
of increasing N. As each N contributes a fixed amount of electronic
delay the efficiency of the insertion and token systems is invariant with
N. The pre-allocated system usés a single fixed size packet,and thus as
NBe increases the available bandwidth decreases. The slot system cannot
exist below some value of N since Q would then be less than 1. As N
increases beyond this point,the efficiency of the slot system decreases
until again QPs = NBe. At this point the number of gap digits is zero,
and efficiency is maximised. As N increases further the efficiency

decreases until the next point at which QPs = NBe. Thus, the efficiency
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has a numbér of discontinuities, which héve a smaller effect as N
increases. It can also be seen that as N increases, the efficiency
of the slot system tends to one.A Graph 3.17 shows the same effect for
lafgef packets: the efficiency of the token and insertion systems is
higher, and the step function for the slot.system has a greater
effect,

The effect on efficiency of parameter Ps is shown in Graphs 3.18
and 3.19 for small and large number of stations respectively. As
Ps increases, the efficiency of the insertion token,and pre-allocated
systems improves. The efficiency for the slot system,on the other hand,
undergoes greater and greater variations .because the gap digits form a
greater proportion of the ring. It should be noted that as Ps moves
beyond some value,the slot system can no longer exist, and that for
large.N {Graph 3.19) the initial variation in efficiency is smaller.

Finally, the effect of increasing N, where each additional station
increases both the electronic delay and the system load, is examined.
This is shown in Graph 3.20 where each station contributes 5% of the
traffic. All systems show an improvement in efficiency with increasing
N, the pre-al;ocated system falling off when the overhead due to wasted
bandwidth becomes greater than the additonal traffic from new stations.
The other systems tend to their expected efficiency values, the slot
scheme exhibiting two types of discontinuities, due to the effect

of gap digits and due to restrictions on transmission because of ring

size.

3.6  The dominant user

'Non—homOgeneous traffic is modelled by dividing users into two

groups, with Ni and Nj users in the first and second groups, with mean
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transmission rates of Txi and ij bits/sec respectively. The proportion

of traffic generated by group i is

Tx, T,

S S— and group j
Txi T ij g P J

Tx, + Tx,
1 J

As all stations have an equal opportunity to transmit, the bandwidth
available to any user is proportional to the group transmission rate,

up to a maximum determined by the maximum efficiency of the system.

Thus
Tr Ni =4
T N Tx, * N, Tx, Smax
i i 3 Jj
Tr Nj ij
and Tkj = N, Tx, + N, Tx, Smax
1 1 J J
+ < Tr S
where Ni Txi Nj ij < max

Making the same assumptions as for the infinite buffer model, the

probability that a station transmits in a cycle is given by

Ni Txi
p(Z)i = Tr. s
i “max
Nj ij
p(z)j =T 5§
i “max

These equations are identical and can be represented by p(z)

N, Tx, + N, Tx,
1 J J

plz) = p(z)i = p(z)j = T 5 3.28
max

The basic performance equations can now be written and are the same

as before with all p(z)N terms replaced by
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p(z)N = p(=z) (Ni + Nj) 3.29

and the new p(z)i and p(z)j replacing the single p(z) components.
For the pre=-allocated bandwidth system the bandwidth available
to a group is only proportional to the number of members in that group.

Thus for these systems

Tr N, S

Ty = 1 max
i N, + N,
1 J
Tr N, 8

Tr = ——J Max
] N, + N,
1 J

and the probabilities of transmission are given by

Txi(Ni + N,) ij(Ni + Nj)
plely =g P@Ey = g
max max

Having obtained the basic performance equations, the delays can
be calculated as before, there being a separate equation for the i
group and for the j group. This is because the non-alignment delays
are different for the two groups. The line utilisations are obtained

as before.

3.7 Fixed address field overhead and errors

In this section effects which increase the load on the ring

are considered.

3.7.1 The effect of fixed size control fields

.The analysis so far has not considered the fixed overhead in

each packet due to control fields. As packet size varies,the length
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of the.control field changes, and small pdckets can carry a large
overhead. Let the number of leader bits (including all control bits)
be H, and let Ps' be the number of data bits in the packet. Thus, total

packet size 1s given by
Ps = Ps' + H

Since the arrival rate of packets to the system is governed by the input

data rate, the mean packet arrival rate is given by

z Tr
Ps'

The paramter p(z) is obtained as before, and for the register insertion

systems and the infinite buffer model is given by

ZN(Ps + Be)

pl(z) = ;

e 3.30
zN(p(Z) Ps + Be)
E ‘

p(z) = Tax

Ps
Similarly the efficiency is given by
p(z)Ps'

p(z)Ps + Be

H
It can be seen that as Ps + O the effect of the control bits
vanishes. The p(z) and efficiency equations for the other systems are

derived in the same way, those for insertion being the same as for

token.

3.7.2 The effect of packet size on performance

To measure the effect of packet size on performance, the input

traffic is kept constant (in terms of bits per second), and the packet
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size is varied. The infinite size input buffer is used so no packets
are lost.

As the packet size is incremented, the arrival rate in terms of
packets per second decreases, and the effect of non-aligment delayst‘
changes. These delays have a greater effect for large packets,.as
does the fixed delay component. However, the delay due to other‘
traffic decreases with increasing packet size. For very small Ps the
delay per packet tends to infinity. As packet size is increased there
comes a point where the delay per packet is mainly governed by the fixed
time to clear the packet (Ps/Tr), and thus with increasing Ps the delay
per packet increases linearly. This indicates an optimum value for
packet size, and this is shown in Graph 3.21 where the optimum packet

size is approximately 100 bits.

3.7.3 Data stored in rings and errors

The error rate is governed by the type of transmission medium
in use (wire or stages in a shift register). The register insertion
system is implemented by combining the two types of transmission media.
The token system requires at least one shift register stage per node,
while the slot system can be implemented with only an OR gate in the
ring path. It will be assumed that the error rate contribution of the
OR gate is negligable, and that if an error occurs,the whole packet
is retransmitted. The probability of two errors occurring in one packet
is ignored. The error rate for wire is defined as e,r and the error
rate for shift registers as e,.- These error rates are measured in
terms, of data stored and thus incorporate the increase in error rate

with increasing transmission speed. The system error rates are given
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by
for insertion Er = N(Be - 1) e, + e, + p(z) Ps e
for slot Er = NBe ew
for token Er = N((Be - l)ew + er)

It can be shown that the p(z) equations for the infinite size

buffer model are given by

.

for insertion p(z) N(Ps + Be) (Tx + NPs(ew(Be -1 + er))

NBe (NBe - Ga + Ps) (Tx + Ps NBe ew)

for slot p(z) Tr Ps (NBe - Ga) NZe

NBe (N + 1) (Tx + Ps NBe e )
w
= N>Q
Tr (NBe - Ga) —

N(Ps + Be) (Tx + PsN(ew(Be - 1) + er))

and for token p(z) Po T

Thus although the token and slot systems are affected by errors only
linearly, the insertion system is succeptable to a further deterioration

due to the data stored in shift registers.

3.8 Towards real systems

Invariably a model of a computer network has to make simplifying
assumptions. 1In this chapter these have been made in such a way that
the relative performance of a number of such networks can be aﬁalysed.
However, in order to better evaluate a real system,these assumptions
can be changed. This does not alter the flavour of the resultsibut

makes 'them more representative of a particular network.
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The chief assumption in comparing the networks has been that in
all cases packets are of fixed size. This is true for the slot system
but need not be for the others. The register insertion system can
handle variable length packets but at a high cost in hardware and
control algorithms. The token system, however, is well suited to
transmit packets of any size, although if the maximum is ver& large,
the effects of hogging reappear. Thus if messages are expeéééd to be
large and highly variable, the token system gives lowest delays and
highest efficiency. Each message only carries one set of address and 
control bits, and there are no overheads in disassembling and reassembling
the messages into packets.

Studies of computer-user statistics have shown that the input
traffic to a network can be approximated by an exponential on-off
model. Hayes and Sherman [HAY71] have developed an equation for the :
number of packets generated when a message approximated by an exponential
on-off model arriveé at a network. Such an arrival process posés a
number of difficulties, as the number of packets in a message is av
random variable, and a buffer large enough to hold this numbér haé to
be provided. Thus the point at which arriving packets are lost is
shifted from the single buffer model. It can be assumed that_the buffer
is infinitely large and that all packets in a message arrive instantaneousiy.
The system can then be tregted és a bulk-arrival queue.

The models in this chapter treat the input to the system as a
Poisson process with paraﬁéfér A. Thus,arrival and service proCeSses
are independent. This is not applicable to interactiye systems where
arrivals to a queue occur iﬁ batches, and no new arrival occurs until

the previous entry has been completely serviced. An arrival
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process which models interactive traffic ié where the time interval from
the completion of service of one message, to the arrival of the next

is exponentially distributed with mean 1/A. This loads the system in

a different way : that is,the inputs are more bursty ,and the performance
equations take a different form. Such input models place more emphasis
on examining the stability and transient performance of the ring. As
the networks studied in this chapter do not suffer from hogging, and

a quantum of service is guaranteed after some maximum delay, their
behaviour is stable. However, a transient at the input does degrade

the performance to other nodes.

Finally, issues of setting up calls can be evaluated. It was
stated above that if a variable length message is split into a number
of fixed size packets, the overhead due to address bits increases.

This need not be so if the call is set ' up. A model can be devised
where the first packets of a transmission are treated as control, and
the rest as data. There is a function which determines at which point

setting up a call becomes feasible.
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" 'CHAPTER 4

STABILITY AND PERFORMANCE IN BROADCAST NETWORKS

4.1 Introduction

In this chapter some types of broadcast networks are explored.
Initially the pure slotted Aloha system is studied, the primary
consideration being to stabilise the network under all load conditions.
This is achieved by introducing additional hardware which monitors the
system state. Delay and throughput equations for such a system are
derived and verified by simulation. Further algorithms for improving
performance are studied, the analysis being carried out using Markov
chain models and Monte Carlo simulations.

The Carrier Sense Multiple Access (CSMA) network is also
considered, and a new method of implementing it akin to a ring system
is presented. It is shown that the hardware problems‘associated with
this implementation are simpler,

Finally,ring and slotted Aloha networks are compared,and it is
shown that under some circumstances they have similar performance

characteristics.,

4.2 Previous work

The Aloha network can be modelled by assuming that the total
traffic entering the channel G (consisting of new traffic and blocked
traffic) is an independent process generated by an infinite population
of users. If throughput is denoted by S and P, is the probability

that no additional packets are generated after transmission (for the
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duration of a slot), then

This has a maximum value of SmaX = .368 when G = 1. In the unslotted
Aloha system the vulnerableperiod is twice as long thus Smax = ,189
when G = 0.5, If the system consists of N users each transmitting in

a slot with probability x then
S = Nx(1 - x)

and for N = 2'Smax = 0.5 when x = 0.5 [KL75b]. Thus ,the channel has

a finite capacity, and the rate of new packet generation must not exceed
this value. If the population of users is not homogeneous but consists
of a number of groups, then the maximum throughput may increase as a
large user can utilise almost all the bandwidth, and cannot clash with
himself.

The throughput analyses above disregard delay,and it can be shown
that thev are only valid when the average delay is infinite. The delay
is a function of the retransmission parameter L and the ratio G/S
(mean number of transmissions until success). These throughput models
hold well when L is rela%ively small, and for L>20 the error tends to
disappear. There is a tradeoff between delay and throughput, that is,
throughput can be improved by increasing L (and therefore mean delay)
However,beyond L = 20 the price for extra throughput is high.‘ Minimum
delays are experienced when there is only one user as the system behaves
like a M/D/1 queue.

Metzner [METZ76] has shown that the maximum throughput of a

slotted Aloha network can be improved from .36 to .53 by dividing the
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users into two groups, one transmitting ét high power and the other at
low power. Whenever a high-power user clashes with a low power user,
the weake; transmission does not cause interference, and the packet is
transmittéd successfully. The point at which throughput reaches .53

is when the higher-power users are transmitting more frequently

than low~-power ones. This can be extended to a number of power classes,
convergence being rather slow so that 18 power classes are required to
read a throughput of .9. It is interesting to consider that if no

two transmitters are spaced equally apart and the receivers have perfect
capture characteristics, then 100% utilisation is achieved due to the
natural hierarchy (or even N/2 x 100%).

As well as showing poor channel utilisation, Aloha systems can
become unstable unde; some conditions. Kleinrock and Lam [KL75b] have
studied this behaviour; and by using simulations and fluid approximations they
have shown that the Alocha channel becomes saturated if the set of
transmitting stations is wvery large, independently of the arrival rate
of packets to the channel. That is,the number of blocked terminals
becomes arbitrarily large. This problem has been treated theoretically
by Fayolle [FAY77], who shows that even for a finite number of users,
the effective throughput of the system can tend to zero if the population
of users is sufficiently large. This is done by showing (using
probabiiity balance equations) that the Markov chain representing the
number of blocked terminals is not ergodic.

Fayolle also studied and gave stability conditions for two
categories of channel control policies: those that restrict access
to the channel from free users and those that control the retransmission
ratelof blocked ones. In the case of retransmission controls it is
shown that only policies which restrict the rate of retransmission

from biocked terminals in a slot to Hl = 1/n, where n is the number of
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blocked terminals and Hl the probability of one of them transmitting
in a slot, yield a stable channel. It is further shown that the optimum

retransmission policy which maximises throughput is

n>1

where FO and Fl are the probabilities: of ‘zero, and one packet: arriving
from the free terminals, for the infinite source model. Thus if the
source is Poisson, the optimum retransmission probability for blocked

terminals is

P
_ 1= 71
Hl e A _'Fg n>1

which when substituted in the throughput équation reduces to 1l/e as
n - o,
Carrier sense multiple access networks have been studied by
Kleinrock [KL75a] ,who has derived throughput equations for a number of
systems in terms of the applied channel traffic G and the normalised
propagation delay A. These inciude‘the'persistence system where on
finding the channel free a terminal‘transmits‘with probability € and
delays by one propagation delay with probability 1 - €, It is shown
that by using this scheme channel capacity can‘be improved for the

unslotted case, although this is also a strong function of A (the

ratio of packet length to maximum propagation delay). Under almost

o all circumstances the slotted non-persistentCSMA system has the best

- per formance characteristics.
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4.3 ~ Algorithms for stabilising and impréving the performance of the

" 'slotted Aloha c¢hannel

The.approach adopted for stabilising the Aloha network is to
find an optimum solution for a system with two nodes, and by blocking
some transmissions iteratively reduce large systems to a system with two
nodes as rapidly as possible.

Slots in an Aloha type network can be divided into three categories:
those which contain data, those that are empty (gaps), and those in
which a clash has occurred. A normal Alcha network is constructed from
stations which can distinguish between data slots and clash slots.

It is a relatively -‘simple task to arrange that a station can also
recognise gap slots. It is also arranged that there are two counters
in each station which are used for keeping the system state and which
are initially set to zero. One is incremented every time the station
detects a clash on the broadcast medium. The other counter increments
only at the clashes that have occurred due to the station transmitting.
That is,it is incremented every time the station transmits and clashes.
Once the station has transmitted successfully, this counter is reset to
Zero,

The most important rule in stabilising the channel is that a
station is only allowed to transmit if its station clash count is
greater or equal to the system clash count. Consider a system with
only two stations. When these two clash,it is arranged that each
chooses to retransmit in one of the following two slots (L = 2) with
probability O.5. Thus,with probability 0.5 the retransmissions split,
and with~probability 0.25 each they clash again at thg first and second
slots’énd the algorithm is repeated. If the stations split,then the one

that transmitted in the first slot is free to transmit a new packet in
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the second slot,, However, because the sta£ion clash count has been reset to
zero, while the system clash count is still at .one, any such transmission
is blocked. An increment to the sYstem'ciash count indicates that at
least two stations have clashed. Thus, this count should be decremented
after the second data transmission. However, as the second station
might become inactive (e.g. a fault) without transmitting, this counter
is decremented after the first two gap or data slots. It is possible
to arrange that the choice for retransmission is made between more thén
two slots or that the exponential distribution is used ,and both these
possibilities are explored later.

When the number of nodes in the system is greater than two, the
algorithm behaves in the same way, except that the system clash count
is decremented after the second data or gap slot following a clash
and at every data or gap thereafter untﬂ;thé next clash. As an example,
it is assumed a clash of 128 stations has taken place. The system clash
count and all station clash counts are incremented by one, and on
average 64 stations will choose to transmit in the next slot. When they
do, the appropriéte counts are iﬁcremented, thel other 64 stations are
now blocked from transmitting, and the algorithm is repeated. As the
system clash count increases, more and more of the stations are blocked
from transmitting, until in due course only two remain ,and the system
behaves as described above. Once these twq.stations have transmitted
successfully the other two of the group of four transmit, and so on up
and down the blocked stations, until the systém clash count reduces to
zero again. This description has ignored the possibility of the same
group .0of stations ciashing repeatedly, However, as a choice of

retransmission slots is made after each clash, in due course more and
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more stations become blocked and the clashes are resolved,

It can be seen that the algorithm operates by forming arriving
traffic into groups, each group being dealt with before the next is
allowed to transmit. In the normal (lightly loaded) state packets are
transmitted with little or no delay.

The stability crite;ia derived by Fayolle states that the blocked
terminals must transmit at most with probability %' in each slot. This
condition is satisfied for the two node system.. As the number of nodes
increases, the overall transmission rate from the blocked nodes tends
to decrease (due to compulsory gap digits when changing groups); thus,
the system is stable. Fayolle also showed that the optimum retransmission
rate is less thah %ﬂ thus ,the algorithm operates in a favourable way,
and an improvement might be obtained by changing the probability distribution
. for choice of retransmission slots.

The above scheme will be called algorithm A ,and a number of
improvements called algorithms B, C,and D are now discussed. They all
restrict access from the-blocked terminals in the same way as the basic
algorithm, and thus stabilise ‘“the channel. To describe algorithm B a
system with two nodes and L = 2 is again considered. When a clash
is followed by two data slots,the delay to the transmissions is at a
minimum. If a clash is immediately followed by another clash and
only then by the two data transmissions, there will be a gap
following these data transmissions for the system clash count to return
to zero. If the original clash is immediately followed by a gap, then
there will be a clash in the next slot with probability 1, and again
there will be a gap slot to reduce the system clash count. As the
probability of a clash after the sequence clash-gap is 100%, there is

no reason why this gap cannot be treated in the same way as a clash,
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with the stations repeating the algorithm and choosing new slots.,
However, as in this case by making the choice again the system is not
being divided into groups; there is no need to increment the system clash
count as would normally be the case when choosing retransmission slots.
If the system consists of more than two nodes, these arguments still
apply since the pattern clash-gap can only result in a certain clash
Bs N increases. the probability of this pattern tends to decrease for
a given traffic level and system clash count.

So far,the hardware used for implementing the stabilising
algorithms consisted of two counters per station, plus some simple
‘lpgic. For algorithm C some additional units are incorporated which
store the system state for some period of time in the past. It is
thus possible to adjust the system to operate optimally when certain
traffic patterns occur. For example, with two stations the longest
delays in algorithm B are experienced when the pattern clash-clash
occurs., If it were arranged that the system count is not incremented
after this pattern ,the delay would be reduced. However, in the pre;ence
of a larger number of nodes the second data transmission would probably
be interrupted due to stations from the lower level transmitting and
interfering., If it is arranged that the system clash count is not
incremented following the pattern gap-clash~clash, the delay when
arbitrating between two stations is reduced, However additional cléshes
can occur when changing groups as the system clash count is kept
aitificially low. Algorithm C has been simulated,and it was found
that performance gains are only marginal.

A more promising approach is to restrict the transmission rate
of stations which have been blocked and which are freed by a descending

system clash count. Algorithm D introduces a parameter ¢ which represents

the probability of a station transmitting when the system clash count
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has been redu§ed to its level. When the étation clash count is zero,
all stations may transmit, and some will be blocked in the normal way.
Two successful transmissions (or gaps) will eventually take place,and
the system clash count will be reduced. The freed stations transmit
with probability ¢, and if a clash occurs,a new group is formed which
is smaller than an equivalent group in algorithm A and whose size is a
function of ¢ (and the traffic level). Thus ,in order to create a new
subgroup ,fewer clashes have taken place. On the other hand ,there is a
bulge in the number of stations blocked at the léwer levels ; however
the algorithm repeats and the system will at worst operate as with
algorithm A. If when the system clash count drops é group of two
stations is freed, then for ¢ = 0.5 the system operates exactly as
after a clash (without the clash taking place), and for larger & it .
tends to the straight system (algorithm A). It can be seen that some
stations now experience a larger delay, but since throughput has been
improved,the average delay has probably not changed significantly.

The algorithms described in this section all have the same
property that they stabilise the Aloha channel and improve its performance.
However, for heavy loads the system can nevertheless on average be in
a state where the system clash count is high, and where each transmission
experiences a high (but finite) delay. ' This is because while transmissions
are being ordered,new packets are likely to be arriving ready for transmission
in each station, and when the system clash count reduces to zero,it
immediately climbs up again. This can be remedied by restricting the
access of new packets to the system under heavy load conditions. Thus,
new packets are transmitted with probability e. This probability is
close to 1 for low loads and smaller otherwise. With this scheme the
average value of the system clash count is reducedrand the system is

not conﬁinually in a blocked state at high loads. A system combining
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the use of probabilities ¢ and € gives a good solution but is also
complex.

A simpler scheme for stabilising the Aloha channel would be to
only use the system clash count (SCC) register. Both blocked and free
stations (¢ = e) would transmit with probability 2_SCC, which would
stabilise the channel but not form the blocked stations into groups.

In the following sections analytic models for the Aloha system

are derived and simulations are used to show the correct functioning

of the above algorithms.

4.4 Modelling the stabilised Aloha channel

In this section an analytical model for the stable Aloha channel
is presented for a system with two nodes. The delay and throughput
are calculated, as is the mean time to resolve a clash. Results of
simulations for a system with a larger number of nodes are then given,
and it is shéwn that they possess similar characteristics to the two

node model.

4.4.1 The analytical model

The mean time to resolve a clash is considered first: that is, the
time from a clash until both nodes have transmitted suécessfully. This
is initially calculated for the geometric approximation to. the exponential
distribution with parameter y. It is then derived for a general
distribution, the uniform distribution being treated as a special case.
Let Wl and W2 be random variables representing the retransmission slot

chosen by stations 1 and 2 respectively. Let § = 1 - y,then
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_ _ _ _ 2
P(W, = Wy = > P(W, =W, = n)
n=1
2
_ Y
1 -§2
As
P(wl = w2) + P(wl # w2) =1
p(wl # W2) = 22_12:5_29
l -y 4.1

Let x be the probability that a free station transmits in a slot
(x = 1 - x). Both stations transmit successfully if the free station

does not interfere with the one which chose the higher W,

- x 2y(l - y)
suc 1 - ;2

When a clash occurs the algorithm for retransmission is repeated .
Thus the process is memoryless, and the mean number of trials before
success is l/Psuc. The mean value of the exponential distribution is
% ;and because of the memorylegs property of the exponential distribution,
this is the delay component both for clash and for split. Thus, delay

until success is

- _2-y
suc x 2y(l - y)

As the' probability of the free station interfering increases ( x = 1),

the delay tends to infinity.
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Let us now consider a general system where the probability of each
station choosing slots 1, 2, 3 .... is fl' f2, f3 ceee

Now

.. as before

suc

The delay experienced by the stations consists of two components: that
due to clashes, and that due to the successful transmission when
Wl # W,. Let E(Max(Wl, W2)) represent the mean value of the chain of

higher W's, When the two stations clash,W, = W2,and the delay component

1
due to clashes is given by
Cw) = < 2

E (Max (W, , w2)| W, =W,) = ¥ nf_ 4.4

n=1

for the uniform distribution

L n L + 1

= z —_— = 4,5
L2 2L
n=1

The delay component due to successful transmissions is given by




94

E(Max(W, W) [W #W,) = 2 5 nf (£ + £, + ... +£ ) 4.6

n=2

. for uniform distribution

_ n(n - 1) _ 2(L + 1)(L - 1)
=2 2 2 B 3L 4.7

Thus,combining equations 4.3, 4.5 and 4.7, the mean delay until

success for the uniform distribution with parameter L is given by

4.8

D - L L +1 + 2(L + 1)(L - 1)
suc 2L 3L

x(L - 1)

2
As expected for large L,the delay component of Dsuc:tends to §£ .

Equations 4.2 and 4.8 are plotted in Graph 4.1. It can be seen
that as X increases,the mean time to resolve a clash also increases,
and at x = 1 is infinity. For the algorithms considered in the
previous section the free station cannot interfere with the blocked
one which corresponds to x = O. It can also be seen that an optimum
value for y (and L) exists because as y increases in value,DSuc
reaches a minimum and then begins to increase again. However, as the
system clash count is decremented for both gaps and data, there is a
severe penalty incurred if this count is reduced before the two stations
have transmitted successfully. Thus,in practice the retransmission slot
would be chosen from the two éucceeding slots (L = 2). |

The throughput and delay of the slotted Alcha system with stabilising -
algorithm B are now derived. This is calcuiated by considering the
mean time between clashes (Mt) and the number of successful transmissions

in that period. Only the number of transmissions in one direction (Ex)
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is considered, since by symmetry this is half the total number of
successful transmissions. As the system is ergodic,the throughput

is given by

Let us first consider the exponential distribution where a blocked

Vet

station retransmits in the next slot with probability vy, and‘where Wl and

W2 are random variables defined as before. The delay between clashes

is given by

W2) for Wl = w2

-2
E(Max (W,, W,) | W, FW,) tx for W, # W,

E (Max (W, , w2)[ W,

* where x_2 is the mean time until a clash in the straight system (no
blocked stations). Now P(Wl # W2) is given by equation 4.1, and for the
exponential distribution

E(Max (W, , W)l W= W,) = E(Max(W,, W)l W, # W)

N

2

Therefore, the mean time between clashes is given by

Mt = £+—-——-—--—252’(l - 5_’)2
Y oy - v)

The number of successful transmissions in this period is obtained

by conditioning on W and calculating the number of successes for all

1

possible values of W2. i

* Let O represent the probability that Wl and W2 have split in a

particular way




A
0 = P(W2 < W) = P(Wl > W) = L <\l - -2 > 4.11
The number of 2 =+ 1 transmissions before Wl (with probability 0) is

1 if W2 < Wl

i >
0 if W2 Wl
Therefore, the total number of transmissions before Wy is 0. The

number of 2 + 1 transmissions after Wl (with probability 0) is

1 +R if W2 > Wl

R if W2 < Wl

where R is the number of successful transmissions in an unblocked
system before the first clash .

. . total number of transmissions after Wl is

OR + O(1 + R)

Now R is given by

e

R= 5  (Prob. success at n |first clash beyond n)
n=1
= 2 xRl -xHMt o X 4.12
D X
n=1
Thus,,
Ex =0 + 0(L+%) + =X
X X
4.13

X %1

=.20(1 +

97
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The throughput for the exponential system incorporating stabilising

algorithm B is

X
s - JEX 40(1 + ; ) . 1a
Mt 1 2y(l - vy) °
vt 3 2
b4 x (L -9y

By taking a similar approach the throughput for this system with a
general distribution can be calcualted. Let ©' be the probability
of a split in a particular direction for the general distribution
=]
2
1- 2z £

_ n=1
1 2

The mean time between clashes can be calculated by considering the
contributing components due to clashes and due to Wl and W2 splitting.
The component due to a clash 1s given by equation 4.4, and thevcomponent

due to splitting is given by equation 4.6.
Thus, for the general distribution
o]

= ‘ 2 1 2
Mt = 2 % nfn(fl+f2...+f ) + nznf +x2<l— an>

n=2

. . 2 v
where the last component of this equation is —%— due to the additional

. b

delay in the straight system before a clash.,
In order to calculate the total number of successful transmissions

in this period, the system will again be conditioned on Wl(wl = m), and

successful transmissions will be calculated for all m. The number of

successful 2 > 1 transmissions before Wl is
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1 if W,<W,, W =m

2 1 1
, ) N -
0 if W2 Wl' Wl m
m-=1
where P(W2 < Wll Wl =m) = z fn

n=1
m-1 £
thus the total number of transmissions before Wl is n

n=1

The number of successful transmissions after Wl is

R if W2 < Wl’ Wl =m
1 +R if W2 > Wl, Wl = m
@
where P(W2 > Wl Wl =m) = E: fn
=m+1

Thus, the total number of successful transmissions after Wl is

z nt ® %

= + —

- z ‘ fn z fn(l + " )
n=1 n=m+1

The total number of successful 2 + 1 transmissions conditioned on

m is

(Ex|W, = m)

|
H
o]
+
% %1
M T
]
'_l
H
o]
+
TN
,_l
+
ERER]

n=m+1

Thus, the total number of successful transmissions is

0o
Ex = 3 £ (Bx|W =m)

=

m=
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the throughput béing given by. equation 4.9, The uniform distribution
with parameter L is a special case of the general distribution, and it

can be shown that for this distribution

we 2 (L D@L-1)  L-1 417
6L 2
Xx L
and
Ex = (1 +§)<L = l> 4,18
X L

the throughput being given by

12 -
s = x(L 1) 4.19

x2(L + 1) (4L - 1) + 6(L = 1)

Siﬁilarly"it can be shown that where the retransmission slot is

chosen from the: next two slots,and where the probability of choosing the first

one is fl and thg_second one f2, fl + f2 =1
‘ 2 2 1 2 2
= + —_— - -
b = 4f, £+ £,° + 26,0 + > (1 £° -1, ) 4,20
and
X ,
Bx = (145 <fl(l - £) +E,(1 - f2)> 4.21

It is of interest to derive the throughput as a function of the
applied traffic per élot G. This can be obtained by considering Mt.
As each clash represents two transmission attempts, the total number
Aof transmissions including successes and failures in a Mt cycle is 2EX + 2.

Thus, the applied traffic per slot G is




_ 2Bx +-2
Mt

This leads directly to the ergodic probability of success for each
transmission

Ex
suc Ex + 1
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4,22

and as the process is memoryless, the number of transmission attempts

before success is (i- - l>. To calculate the delay it will be assumed

suc

that for the uniform distribution the difference between retransmission

and success delay components is small., Thus, the delay for the

exponential case is given by

for the uniform distribution by

L + 1 1
D-“T‘<p *l>
suc

. : . . + =
and for the distribution fl' f2, fl f2 1

4,23

4,24

4,25

4.26
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4,4.2 ‘Graphs of analytical model |

The equations derived in this section are plotted in graphs 4.2,
4.3 and 4.4. Graph 4.2 shows the throughput for the stable Aloha
system against the probability of transmission x. It can be seen that
as X increases,a peak in throughput is reached; and then as traffic
becomes heavy ,it falls off. The exponential model shows better throughput
than the uniform model, but as has already been mentioned, this cannot
be utilised in practice because for N > 2 the penalty for not transmitting
before the system clash count is decremented is high. This graph will
later be compared to a similar graph for the uncontrolled Aloha channel,
and it will be shown that average: throughput has been improved. Graph
4.3 shows the throughput agaiﬁé£ the applied traffic. It can be seen
how the maximum value of the applied traffic has an uéper bound due
to stations not transmitting whiie blocked, and how this'maximum
increases with decreasing mean retransmission time. Graph 4.3;Tliké*‘
graph 4.2;shows that there is an optimum value for the retranémission
parameters at which throughput is at a maximum. Finally ,graph 4.4.
shows the tradeoff between delay and throughput, Normally ,it would be
expected that as the mean retransmission delay increases,the maximum
value of the throughput would also increase. However, this is not the
case ,as the free station is blocked after its transmission for all
time until the second station has transmitted. Thus,again there is an
optimum value for the retransmission parameter which gives the best

delay throughput characteristics.

4.4.3 ‘Simulations of the stabilised Aloha channel

In order to test the correct behavigur of the equationsderived in
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the previous section and to see the effect of increasing the number of
stations; a simulation program has been.written. Two types of
assumption about new traffic were made,but it was found the difference
between the two models was small. In the first a station transmits with
probability x when it is free, and there is no buildup of packets

while it is blocked. In the second model if a packet arrives while

the station is blocked,it is stored and then transmitted with probability
1 when the station becomes free. Any other packets arriving during this
time are lost. The latter is the same assumption as made by Kleinrock
[K1.75b] when calculating delay in the pure Aloha system with an

infinite population of users. The different stabilising algorithms were
simulated, as well as the uncontrolled slott;a Aloha channel with L = N..

In each case a station which has clashed chooses one of the next two

slots with probability (L = 2)i” The simulation also calculates
the mean éelay per transmission,

Graph 4.5 shows the throughputs of the stabilising algorithms as
a function of the probability of transmission x. There is little
difference between the models with and without packet buildup . .and
hence only the former will be considered. Note the good agreement
between the analytical and the simulation results. Algorithm A
shows some improvement in throughput over the uncontrolled system; andg,
as e#pected,algorithm B shows further gains. Because there are only two
nodes in the system, there is no further change for algorithms C and D.
In the graphs algorithms C and D include the effect of algorithm B.
Graph 4.6 shows the effect of increasing the number of stations to 10.
At low loads. all systems behave similarly as the probability of a

clash is low. However, as traffic increases, the throughput for the

uncontrolled system begins to fall off, whereas algorithms A and B
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behave as before. Algorithm C shows little change from algorithm B and
is not shown, whereas algorithm D (¢ = .5) now shows ﬁhe highest
throughput. The maximum value of the system clash count increases with
N, so it is to be expected that as N increases ,so does the relative
advantage of algorithm D. This is shown in graph 4.7 where N = 32 and
at high loads algorithm D gives highest throughputs. As ¢ is decreased
from 1 ,the throughput at high traffic levels improves, until at some
valge of & it reaches a maximum and any further decrease has only an
adverse effect on delay. ¥

The simulations have shown that not only do the algorithms

stabilise the Aloha channel but that they also improve the~performance, especially

under high load conditions.

4.5 Performance improvement in the uncontrolled slotted Alcha channel

The equations and graphs of the previous section suggest thafﬁthe
exponential distribution improves performance for the two node system.
It is thus of interest to develop a model of different retransmission
distributions in the uncontrolled Aloha network and to see if any performance
improvement extends beyond the case of N = 2. As no stabilising
algorithms are being used, any retransmissions distribution can be

used without penalty.

4.5.1 Analytical approach

The analytical model for the slotted uncontrolled Aloha network with
two nodes is similar to the model described in section 4.4.1. However,

, some additional successful transmissions can take place, and

when W2 # Wl

also the transmission at Max(Wl, W2) can be interfered with by the free




Throughput
S

Throughput
S

stabilised

~---= no stabilising algorithm

N = 32
L = 32
¢ = .5

107
Algeorithms

~ None

.02

uniform
- — —expcnential

N = 2, nc stabilising algerithm

T T
.04

Graph 4.7

Transmission prcbability x

............

Transmission prcbability x




108

station. The exponential retransmission distribution is considered
first and the mean length of a clash-clash cycle (Mt) is calculated.

As before,the system is conditioned on W, ,and the different components

ll
of Mt are obtained. Since the expected value of the exponential distribution

1
with parameter y is ;y this is the delay component of Mt in all cases,

except where the system moves beyond the point Max(Wl, W,) before a clash.

2

This can happen if W2 < Wl and there is no 2 =+ 1 transmission at Wl’

or if W2 > Wl and there is no 1 =+ 2 transmission at W2' Thus ,if W2 < W

1

the additional delay component is 9%7 whereas if W2 > Wl,the additional
X

delay component (conditioned on wl) is

(B

0 (E- +
Y

=

where the $— term is present due to the memoryless property of the
exponential distribution. Thus,the mean time between clashes is given

by

Mt = l+—§ + ook 4 )
Y X Y X
_ 4.27
-1 (L +0) + ZQ%
y X
where @ is given by equation 4.11

The number of successful .2 -+ 1 transmissions in this period is
s
obtained as before by conditioning on Wl'

of successful transmissions before Wl. If W2 > Wl there are no successful

transmissions before W, but if W2 < W, ,a number of successful transmissions

can take place after the first one as the station is not blocked by any

clash counts. The number of such transmissions is given by
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F = %  P(2 -] transmission at nIWl > n)
=1
<] .—n x§
= x = e
2 Y Y
n=1

Thus’the total number of transmissions for W. < Wl before W, is

2 1

e(l+x—y)
4

Let us now look at the number of successful transmissions after Wl' If
Wl < W2 and there is no 1 -+ 2 transmission at W2,then there is one
successful 2 + 1 transmission at W2, plus R further transmissions before
a clash (equation 4.12). If,W2 < Wl and there is no 2 + 1 transmission

at Wl,then there are R further transmissions before a clash. Thus, the

total number of successful 2 + 1 transmissions is given by

i}
(O]
'—l
+

|
X
+
(O]
L]

=
+
Xk
+
.

Ex .28

. Having obtained Mt and Ex the throughput and delay may be obtained as

before (equations 4.9, 4.22).

The values of Ex and the Mt for the uncontrolled slotted Aloha
system with a general retransmission distribution are now derived. The
value of Mt is similar to that for the stabilised system (equation 4.15),

with the addition of one component due to the free station now not being
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blocked for transmitting. Thus Mt is given by

To calculate the number of successful 2 - 1 transmissions in
this period, again condition on Wy (wl = m) and sum for all m. Thus
the number of transmissions before m (with probability 1) is given by
the sum of probabilities that W2 < Wl plus all other transmissions
which take place with probability x before Wl = W2. Thus, the number of

transmissions before m is

b m-1 m=2
= f - -
(Ex |W2<Wl) 5 Y n (m=-n-1)x 4.30
=1 n=1

The number of transmissions after m is given by the probability that W2 < Wl
multiplied by the probability that no 2 + 1 transmission took place (x)

at W, = W followed by the straight system R

2: "1
a m=-1 ;{;{
(Exlw, < wpy = ¢ £ X 4.31
n=1
The number of transmissions after m when W2 > Wl_is given by

}—{ m
a = x 2 - £ 3
(Exiw2>wl) x(l+x)<l S n> 4,32

Thus, the total number of successful transmissions is obtained by summing

equations 4.30, 4.31, 4.32 over m.
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X%
+
X
[

i
™M =
Fh

=}

SN—_—

Ex = £ £+ S ffm-n-DLx +(1-£)

It can now be shown that for the uniform distribution with parameter I,

‘ 2
_L =1/ x"(L + 1)
Ex = Tm < z X + l> 4,34
_ (L + 1) (4L = 1) L -1\x :
Mt = = +< T )——2 4,35
X
and for the distribution fl' fza fl + f2 = 1
, ;{2 A . f'
= x - : - z - - L2
Ex fl £, 4+ " fl(l fl) + £, (1 f2)) + 2x (1 fl 2_7_)
4.36
g 2 2, x 2 _ .2
Mt = 4f2 fl + fl + 2f2 + x2 (1 fl f2 ) 4.37
4.5.2 Graphs and analytical model

The formulae obtained for the uncontrolled Aloha channel have
been verified by simu;ation and are plotted in graphs 4.8, 4.9 and 4.10.
Graph 4.8 shows the th;pughput‘against the probability of transmission x.
It is'noticeable how fhe central peak is now lower compared to that for

the controlled Aloha channel (Graph 4.2), and how at high loads the
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throughput  increases. The'ihﬁrease in hiéh load throughput is especially
noticeable for large L;which indicates that this is due to a large

number of transmissions taking place when there is a large difference
between Wl and W2. Graph 4.9 shows throughput against applied traffic,
and again the exponéntial model shows good performance characteristics.
Finally, Graph 4.10 shows the delay as a function of throughput and has
some unusual features. As expected ,the delay increases with throughput,;
however, there comes a sharp turning point where the delay begins to

decrease with throughput. This can be considered to be hogging ; and as

increases ,so0 the average

the number of transmissions between Wl and W2

delay decreases. With increaéing N. this effect tends to disappear for
a given value of L,although it will occur at any N providing L is

sufficiently larxge.

4.5.3 Simulations of the exponential and uniform distributions

for the slotted Aloha channel

A number of simulations were carried out to compare the maximum
throughput obtained using a uniformvretransmission distribution and an
exponential retransmission distribution. The assumptions were the same
as those described in section 4.4.3.

The analytical and simulation results were compared (graph 4.5),
and agreement was good. Graph 4.11 éhows the throughputs for the two
systems with optimum values for'%etrénsmission parameters ,and N = 10.
Although the exponential distribution still shows the highest throughput,
the difference between the two systems is now smaller. This suggests
that #3s N increases, the gain in using the exponential distribution decreases.
This is borne out by graph 4.12 which shows that for a system with 32

nodes the difference between the two systems is small.
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It has been shown that for a system with a small number of nodes
an exponential retransmission distribution gives higher throughputs
than the uniform distribution, but that as N increases, the difference

between the two retransmission schemes becomes small.

4.6 Carrier Sense Multiple Access Networks

Networks where the channel is sensed before transmission are now
considered. Once the channel has been acquired, the transmission is
not interfered with, and thus throughput can be considerably improved by
making packets large and variable in size. This, however, has the
undesirable effect that for very large packets hogging can reappear.
A new CSMA network is described below, followed by a description of a

technique for modelling CSMA performance when the number of nodes and

the retransmission parameter L are finite.

4.6.1 ‘The ring contention network

The ring contention network has been proposed independently at
the University of California Irvine, M.I.T., and Cambridge. The particulax
variant described here has better performance characteristics ‘than thé
other schemes due to the very small delay through each node.

One of the most difficult problems encountered whén designing a
contention network is to detect the presence of another transmission
during the vulnerable period. As'the length of the cable between the
furthest points in the network increases ,the difference in strength
between the local transmission and the distant colliding transmission
can become large ,fér example in the Ethernet the distant signal is 20

DB weaker. This can be overcome by using an undirectional ring in a

contention mode as the transmission medium. Consider such a ring under
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very light loads. When a station wishes to transmit it senses the
ring for the presence of another transmission and if the ring is free
it transmits its own packet. After one ring delay, the packet will
begin to be received back, and the transmission can proceed uninterrupted.
If it is arranged that in the quiescent state there are zeros on the
line, and the length of the ring is known, then a collision can be
detected if a one is received at the transmitter before one ring delay
has elapsed (SOP = 1). This is a digital operation and can thus be
performed easily.

If when the station wishes to transmit the ring is busy’the
transmission is postponed until the end of the current packet. There are
a number of ways of indicating the start and end of a packet- for example,
by use of a unique token and bit stuffing, but in the present system it
will be assumed all stations are synchronised wiLh packets by counting
ring delays. The length and address information are specified at the
head of the packet. A station which is deferring due to another transmission
procéeds to concatenate its transmission at the end of the current packet
train. This is done by arranging that the bit following the SOP bit is
the full/empty bit. When a station wishes to transmit it overwrites
this bit at the same time'testing for empty. If it is found empty, the
transmission proceeds; otherwise the algorithm is repeated after the next
sop bif. By using such a scheme, the delay through each node is reduced
to one gate propagation delay.

Tt can thus be seen that under light loads the delay in transmitting
a packet is very small since these 'are no non-alignment delays. As traffic
incrgases,the stations tend to become synchronized to the packet train
and fewer collisions occur. Thus,an order is placed on the stations

wishing to transmit (which is not pre-determined) and performance is
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improved, there being no collisions when the system is operating at
full capacity. Furthermore as for high lcads the probability of a
clash reduces to zero ,the system is stable. The scheme can be extended,
so on a clash each station continues transmitting with probability 0.5.
Advantages of the contention ring over a normal ring are that
there is now no need to provide a mechanism for setting up the slot
structure on turn on (or a lost token restoring mechanism) and that
delays at low loads are small. The advantage of using the counting
scheme, rather than a pair of unique packet delimiters, is that delay
through each node is reduced from one bit time to a gate propagation
time. This means that for large systems there is no penalty in using
the contention ring over a bus system since line delays and control
establishment times (in terms of the vulnerable period) are the same.
It can further be argued that because the real time to establish control in
the normal contention system is twice the propagation delay, whereas
for the contention ring it is a single propagation delay, the latter

is better.

4.6.2 Analytical modelling of the CSMA network

In this section a technique for modelling CSMA networks similar
to the Ethernet is given. This technique is analytical in nature but
requires large amounts of computer resources and thus can be impractical,
except where the number of nodes in fhe system is small.

The CSMA network behaves in the same way as the Aloha network
during the vulnerable period : that is, transmission may be successful,
clash, or there may be a gap. Let Fk(k =0, 1 ... N) represent the
probability that k -free stations transmit. Thus,in terms of previously

defined parameters
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4.38

In a similar way, let Qk(k = 0, 1 ...N) be the probability that
k stations clash and are rescheduled, and Hk(k =0, 1 ... N) be the

probability that k previously blocked stations retransmit. Thus

Q = T
Q, =0
1 4.39
=k
@ = > fHE A
A=0

Finally,let D, represent the probability that a station is successful

1

*in acquiring the slot.

When a station clashes,it retransmits in one of the following L
slots with equal probability (uniform distribution). 1In oxrder to
calculate the probability Hk that k blocked stations retransmit in a
slot, consider the probability of finding z balls in a specified box
when k such balls have been distributed in L boxes. This prébability

is given by Feller [FEL50]




119

Thus ,
H = = ke "l_z<l—_l—>k-z
z EZ Qk 2z L
k=2
k#0
4.41
k=N
_ 1\ k
Hy =9 7 Qo<l - L’)
k=z

By substituting equation 4.39 in equations 4.41, N non-linear simultaneous

equations are derived which can be solved as

k=N
Z H =1 4.42

k=0

In the above model packets are of the same size as slots (slotted

Aloha). This can be extended by introducing a parameter W which represents

the number of slots the transmission is continued on beyond the first

slot. The probability of a successful transmission is now given by
Hy + FH,) 4.43

as there can only be one successful transmission for the duration of
a packet, all other transmissions being rescheduled. The probability
of one station being rescheduled exists and is given by
= (F,H, +FH) WD (L-D)" T 4.44
9 = (Fyfig * FoHy! 1 1 '
In a system with an infinite number of nodes, new arrivals Fk are

not conditioned on the blocked arrivals Hk. However, for a finite N
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the number.of new arrivélS'is dependent on the number of blocked

stations so that
K+ 2kF <N 4.45

Equation 4.45 defines the channel ioad and can be incorporated
in equations 4.38 to 4.42 by assuming that the channel backlog and the
combined input rates are linearly and inversly dependent. This is a
linear feedback model and is similér to the one used by Kleinrock [KL75b]
The solution of the non-linear simultaneous equations 4.38 to

4.42 is a prohibitively large computational task if attempted by hand.

However, by using a computer algebra system the process can be mechanised.

Programs have been written in the CAMAL algebra language to derive the

simultaneous equations which are then solved by standard library

routines, Since the Hk's define probébilities, their values are numerically

similar, and thus the non-linear simultaneous equations are well conditioned,

and convergence to a solution is rapid. However, computer algebra
systems are inefficient, and on a machine with no virtual store such as
the IBM 370/165 at Cambridge, it is soon found that maximum storage (400K)
is exceeded.

The above method calculates the probability of acquiring the
channel in a CSMA network in terms of the number of stations N, the
retransmission parameter L, and the probability of a free station
transmitting x. It was found that fér small N the results agreed with

previous work, but that for N > 4 the expressions grew beyond store size.




121

& .
4.7 A comparison of broadcast and ring networks

Having modelled different types of ring .and broadcast
networks, it is of interest to see if there are- any major differences
between the schemes.

In terms of physical characteristics both systems use a single
wire to implement the network. This wire tends to be longer for rings
as stubs,and discontinuities require only a single branch for the broadcast
scheme (but such extensions will add to the reverberation and attennation
problems). If the communicating devices are located in physically
isolated locations it is advantageous to use radio as the transmission
medium. It can be argued that it is easier to add nodes to the broadcast
system because they are passive and do not have to regenerate.the signals; in
any case,it is likely that the propagation delay will be smaller for
broadcast than for ring. On the other hand ,the hardware of the broadcast
system has to provide a collision detect mechanism, perhaps a stabilising
mechanism,and sometimes a two way repeater to prevent the signals from becoming
too faint.

In terms of efficiency, it is the propagation delay which is
the critical factor in all systems./ This has a lesser effect on the
empty slot ring than on the others,but even there it is of importance.

The difference between the efficiency characteristics shows up when the
effect of N is cmsidered. For the broadcast scheme,as N increases,

the maximum attainable throughput tends to decrease. On the other

hand, for the ring systems, and especially for the 'slot system, the maximum
efficiency tends to increase with N. However, for reasonable values of
all system para:netefs,the maximum throughputs are closer than would
initiaily be envisaged and are governed by the propagation delay.

Efficiency of all systems is also influenced by packet size and improves
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for long packets.

The delay throughput characteristics of the slotted Aloha and
register insertion systems are shown for N = 2 in Graph 4.13. Although
this is a special case with a small number of nodes,6 the performance
characteristics for larger N will not be significantly different. The
assumptions for the Aloha system are the same as those for the insertion
system, although only ona'nay transmissions are considered, and thus no
low level acknowledgement is returned to the source. It can be seen
that for low loads the Aloha system shows lower delays as the transmitted
packet is not received back at the source. As the throughput increases,
however, the Aloha system shows a faster rate of increase of delay than
the ting and becomes saturated at a lower value of throughput. The
registsr insertion system, on the other hand, reaches a higher maxzimum
throughput but at a larger dalay. *The other ring system exhibit similar
behaviour to the insertion system. For larger N it is to be expected
that the performance curves at low loads-will move closer together, but
at high loads the ring system will éontinue to be better. Two further
advantages of ring systens ara‘that they are stable and that the effect
of transients is well defined.

In terms of reliability and.-errors the systems are again similar,
a break in the wire presipitating a complete breakdown. It is easier
to detach a broken node in- the broadcast system as it is passive
and does not regenerate signals, However, for ring systems these
components‘can be made Qery«reliable and unlikely to fail. There is
an advantage in broadcast systems in terms of errors. Since the network
is in any case errsr prone due to collisions, the software and

hardware are designed with this in mind. If an error occurs then this
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has little effect (e.g. Ethernet), and the transmission can be restarted
at the appropriate level; In the ring system; an error in the data field
poses few problems, but an error in a control field has to be restored

by hardware, and this procedure is normally not elegant. The error

rate on the Cambridge ring is comparable with internal computer error
rates, and thus the mechanism for restoring the frame structure is

called into operation verf infrequently.

The conclusion to 5e drawn when comparing broadcast and ring
systems is that their performance characteristics are similar, especially
under low loads. Thus p#eference will be governed by other factors,
such as the physical envifonment, the characteristics of the communicating

devices, and the grain at which transmission is required.
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CHAPTER 5

THE DESIGN OF A LOCAL NETWORK LSI CHIP

5.1 Introduction

This chapter deals with the design of a general purpose,multi-
network LSI chip. The chip can operate in a number of ways defined by
a microprogram, l

Local networks operate in a way which does not depend upon the
characteristics of any particular device, nor on the data being transmitted.
They are capable of handling a general purpose data link control
architecture (such as IBM's SDLC) and are able to operate over a
large range of propagation delays. This means that they are designed
at the bit rather than the character level, that they are capable of
operating at high speeds, and that they do not require sophisticated
interfaces to the communicating devices. On the other hand, one of the
mos£ important decisions to be made 1s to what extent control functions
are performed by the network itself, and to what extent they are passed
on to the attached host. Thus ,some hardware level protocols are defined,
which in turn are influenced by the traffic characteristics and by the
speed of the network. In the past this led to the design of special
purpose logic which was then difficult to change. Universal Synchronous
Asynchronous Receivers Transmitters (USARTs) have been designed and
manufactured in LSI, but as they do not implement a specific network
architecture additional logic is fequired. This logic can become
complex, especially if the basic protocols are to be extended to
include more flexible addressing and control structures and acknowledge-

ment of packets. By using a microprogrammed chip it is easy to tailor
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the architecture of the network to the application and to similar
"foreseeable applications, so that some developments are readily

implementable.

5.2 The environment of a local network chip

The nodes in a local network can be interconnectéd in a number
of ways. The completely connected network offers the lowest delays
but is also expensive. A star network depends upon a fast central
switch for routing but has fewer connections. The simplest is the ring
network, which has no rqﬁfing problems but the largest theoretical delays.
Other networks which do'not perform any routing are the contention
network (e.g. Aloha) and the carrier sense multiple access network
(e.g. Ethernet).

Once the structure of the network has been chosen,its mode of
operation hésmto be defined. One of the most important areas is that
of addressing. There are two basic addressing schemes; position(time)
addressing and code addressing. In the former each port has a number
of permanently assigned.slots and cannot use others. In the latter each
packet is prefixed by an address which defines the user of the slot at
that time. Code addreséing has the advantage of being flexible but
does take up extra bandwidth. With fixed assignment of slots the
characteristics of operation of the network are better known.

The communication\process between two nodes will generally consist
of the transmission of a number of packets. If this is known in advance,
then a call can be setup. This can be done in three ways; by using a
'start of call' ‘'end of call' protocol, by specifying a 'start of call'
and a count number,or by é continuation marker in each packet. 1In

every casé the destination is made deaf to all but the originator of
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the call for some period of time. It is now possible to shorten the
address fields of packets since it is only necessary to distinguish between
the maximum number of setup calls, and the surplus bits can be used
for data. This can be extended to include conferencing where the packets
are read by the destination and re-addressed somewhere else, or by
forwarding where they are only re-addressed., If process to process
addressing is used (section 2.2.2) ,the location of a particular process
‘does not have to be known in advance, However, such 'processes' are
only likely to move between nodes if they correspond to simple
entities such as file names.

In a simple network a source node is only allowed to transmit
to one destination at a time. Such a point-to-point mode of operation
can be extended to allow multiplexing of packets to different destinations.
This affects the way acknowledgements are handled and the way that the
control bits are used. If the source does not know the speed characteristics
of the destination, then the network should not allow it to transmit
in such a way that congesﬁion develops. One way of doing this would be
for the destination to signal when it is ready to receive again. This
is achieved neatly in the register iﬁsertion system by temporarily taking
the packet out of the ring at the destination; however, both communicating
partners must have their registers inserted. When a large amount of
data is being transmitted between a pair of nodes , the acknowledgement
traffic can be reduced by acknowledging on a per block rather than per
packet basis. Even more complicated systems can bé devised where more
than one packet can be in flight to a particular destination, in which
case the acknowledgements have to contain sequence numbers, and care has
to be taken with respect to the build up of undelivered traffic.

For contention type networks, errors are assumed to occur
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frequently,and powerful error detection facilities are provided, whereas
ring type networks can be made relatively error free. Thus’for the
contention network it is essential to be able to restart a packet at

the source,while this need not be done for the ring. If the transmitted
packet is retained,then the operation of the network can be made
autonomous with respect to the host, and most hardware errors can be
hidden from the outside\world.

In some applications the services of a particular node might be
requilred extensivel?. If the calls are setup,then that node might be
blocked from some sources for considerable periods of time. Under
these circumstances it is advisable to implement an algorithm where
transmission requests to a busy destination node are queued rather than
ignored and later arbitrated on a random basis.

Further choices include those between
duplex and half-duplex operation and between synchronous and
asynchronous transmission. The costs of changing software in the host
machines have to be considered: if these are high,then a transparent

protocol might be used.

5.3 Hardware and interface design

The hardware design goals for a local network are that it should
be reliable, cheap, have few wires,and consist of distributed identical
units. It should not be debendent upon any modulation system or
clocking technique. For these reasons it is desirable‘tp treat the
repeater (or regenerative transmission) section of the node and the
logical section (which deals with the operation of the nefwork)separately.
The ihterfaces beﬁween these have to be defined ,as well]as the interface

to the local host. The logical section shall be referred to as the
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station logic chip (SLC). The structure of such a system is shown in
Fig. 2.2.

The network interfaces to the repeater consist of the input-from-
medium and output-to-medium wires which carry the signal between the
nodes of the communications system. The interface to the SLC consists
of data out, data in, one control line for 'external data in' as well
as clock and power lines. One of the differences between contention
type systems and ring type systems is that the former need to detect
when a collision has occurred. The way this is done is dependent on
the transmission scheme being used. 8ince the SLC is capable of operating
in a contention mode,the repeater has to provide this 'collision
detected' signal,and this is shown as one other control line on the
interface (Fig. 5.1). This interface has to operate in a fail safe
.manner so that if the SLC malfunctions,it can be disconnected and the

repeater will continue to operate normally.

Input from Output to medium

medium ; _____%
Repeater

v
Collision detect
Data Data External

in out Data

Clock in
Power

Fig. 5.1 Repeater Interfaces
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The interface between the SLC and the access box will generally
link asynchronous devices. This means that under some circumstances
enough time has to be allowed for flip flops to settle before being
sampled. Another important constraint is the pin count,which will
make it necessary to multiplex data along a bus. Thus, on the receive
side, the interface will consist of the data/address bus and the control
lines for packet received, source address enable, data enable and
disenable, status enable and packet complete; with send packet, source
read, data read, next byte, status read,and receive resume being sent
from the host (Fig. 5.2). The status and error signals can be output
on a separate bus or on thé data/address bus. On the transmit side these
signals are similar but are originated by the source. There are a
number of further signals which are used for loading the microprogram

.store at start up time, and these are shown in Fig. 5.3. Thus,the SLC
interface is. controlled by external gating signals which reduces the
number of bus wires. If a number of sixteen bit machines are being
interconnected eight bit buses might prové inconvenient, but since a
separate access box will be built for each type of host,the added
inconvenience should not be high. Although an error signal is provided,
it will not be used in cases where the manufacturer does not provide
checking on the I/O bus.

It is unlikely that enough épace will be available on the SLC to
provide full size buffers for the largest packets and an extensive address
table. Further interfaces are thus defined for extending the packet
buffer to a FIFO buffer chip and the address table to an associative
addregs chip (NTEC). The structure of such a system is shown in
Fig. 5.4. The SLC/FIFO interface is shown in Fig. 5.5. The associative

address chip architecture is shown in Fig. 5.6 and its interface to the
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SLC in Fig. 5.7. The interface between the host and the SLC can now
be simplified: the address and status bits can be written into the

FIFO in the same way as data.

Address to
Assoclate

— >

send data
L~

<

Data enablg

Association Done

Shift
; Shifted
.

Send result

Result enable
=

<
Result read )
—
Besult disenable
Data
bus
Fig. 5.7 SLC/NTEC Interface
5.4 Modulation and clocking

The modulation technique should allow the signals to travel a
maximum distance between repeaters, not be dependent upon any particular
clocking system, and have signals available to make clock regeneration

easy. It should have maximum timing tolerance between digits and not




135

require complex logic to implement. In a simple system the clock can

be transﬁitted separately from the raw data. This minimises the bandwidth
required but introduces a DC component, and if it does not allow the use of
transformers. Phase modulation can be used to give AC balance and

allows the use of transformers for common mode rejection and isolation,
but requires twice the frequency. Transformers can further be used to
provide a separate path to a noae and for distributing power to the
essential logic of the repeater. This is necessary because no assumption
can be made as to the availability of power from any node, and the

network has to operate in a fail safe mode. Other modulation systems can
be developed: for example,a four wire system can be used if the wires
available are of the type used for duplex operation of teletypes. Such

a system is similar to phase modulation with the signals along each

pair being one bit time out of phase with each other.

An attractive way of achieving isolation between components in
the system is by use of optical couplers. In this case,each repeater and
SLC possesses its own individual earthed power supply;, however, this
is an expensive solution,especially at high speeds.

Clocking for a simple system can be provided by employing a
central master clock. Such a clock is easily adjustable and can be made
reliable. As it is passed from node to node it has to be reshaped.

" This may result in a system in which the data is not DC balanced and
s0 does not permit the use of transformers. A better solution is to
use a phase locked loop (PLL) at each stage. This assumes that there
are pulses on the ring at all times and that a suitable signal can

be decoded from the input for controlling the PLL. The PLL has a
certain pull in range, and providing the incoming signal is within that

range, the PLL will lock on. Also, it has a fraction of a bit of
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‘elasticity' once it has locked on, thus improving margins. As a
number of PLL are connected end-to-end,the amount of jitter increases
and when connected back on itself,the signal might stray out of range.
This is unlikely to happen for a small ring. There is a trade off
between oscillator pull-in width and jitter. Furthermore, the performance
of a PLL can be improved by increasing the PLL bandwidth. However, this
has the effect of increasing the effect of additive noise,and so an
optimum value has to be chosen for the open-loop gain.

Another way of managing the clock is to provide each repeater
with a separate monostable of uniform time constant. As the system is
started up,a pulse train of the correct frequency is introduced, which
has the effect of triggering the monostables one after the other at
~ that frequency. When the pulses have travelled once round the ring,
the pulse train input can be removed, and the clock pulses will
continue to circulate. This system keeps the clock one shot period
constant (and allows each adjustment of the mark-space ratio for use
in simple PM systems), but will probably introduce more jittér than the
PLL and may be unworkable for a large number of repeaters without an

elastic buffer.

5.5 Networks implemented in the station logic chip (SLC)

In this section,the general requirements of a SLC are examined
and a number of systems are chosen for implementation.

A general purpose architecture should allow the system designer
to choose any particular packet format he requires. This means packets
must have a variable number of fields each of variable length. The
functién of a particular field in a packet should be allowed to change,

but these will fall into the following general categories:
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1. Data - the data can take any.format and under some circumstances
a description of the code it is written in is
transmitted.

2. Address - there will be a number of address fields with some
addresses being reserved for special purposes. A
mask field can be incorporated to allow communication
between sets of stations (from both transmitting
and receiving point of view).

3. Control - tﬁe control fields of a packet have special meanings
according to the system being implemented. They will
be used to control the hardware retransmission
mechanism and the acknowledgement mechanism. Under
some circumstances they will define control packets
(e.g. setup).

4. Error | -~ this is optional and can be a CRC, parity ,or
similar code. If transmissions of.whole blocks are
taking place,then'only a single error check may be
performed per block.

Under all eircumstances packets should be processed within their
time slot and otherwise iénored as this will ensure their retransmission.
A major question to be answered when designing a ring is how

the addressing mechanism will be structured. Of the two basic ways of

doing this ,position addressing stabilises delay and prevents hogging;

but due to its inflexibility it will not be conasidered furthexr. The

savings in_bandwidth due to shorter address fields can be partially

achieved‘by a setup mechanism anyway. If addressing by code is used,
then £he tfansmitting device has to know the address of every entity

in the system.- However, if each destination is allowed to possess
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several addresses ('hames‘) .and a hardware association is done for all
of these at each node, then this frees thégsource from knowiné where
particular names reside. This requires extra hardware but does have
the added advantage that special purpose addresses can be implemented
easily(e.g. broadcast). Where a station bossesses only one name ,the
code addressing and name addressing schemes are equivalent.

.A number of syétems will now be considered ,all of which are
suitable for implementation on a chip. These systems are chosen to be
simple and reliable so that implementation is easy. Each system has
the following characteristics:

1. It is decentralised
2. It is self regulating ,and its operation is well defined
under heavy load conditions
3. It is able té handle both sophisticated devices such as
‘eompuEérs and 'stupid’ devices such as teletypes
' 4, It has common features with the others which make it
suitable for implementation on a single chip
5. It has minimum logical delay through each node
6. It can. be implemented independently of any transmission
medium

The first*system is the fixed length slot system,which is
similar to the Cambridge ring and offers a relatively fine grain of
transmissidn. It is assumed the ring has an integral number of
circulating slots each of which can hold a packet with the following
formét:

o

(F) (dest) (srce) (data) (data..) (error) (control)

F - full/empty

If the ring does not have a logical length equal to an integral
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number of slots,theh a shift register is inserted to make up the difference.
If the lengtﬁ of the r&ng is not an integral number of packets ,then
the gap digits haye.to be tféated specially which makes the hardware
unduly complexv(especially if packet length is greater thap ring length).
It will also be assumed that each node knows the logical length of the
ring. When a sﬁation wishes.to transmit, it tests for an empty slot
by overwriting the full/empty bit as in the Cambridge ring (section 2.2.3.1).
When a slot has been filled ,the packet makes its way to the destination
where the control biﬁs are set and then returns to the source. The
destination can set the control bits to signify accepted, busy ,or
unselected. The soﬁfce knows when its packet is coming back as it
knows the length of the ring. This allows it to delete (make zero)
the packet as it passes. By doing this and not using the same slot
again immediately, hogging is avoided as a round -robin scheme operates.

If, under error conditions the station moves out of synchronisation,
it will make its decision whether or not to transmit according to a
bit following the full/empty bit. After a number of packet(s) it
will find this bit zero and will attempt a transmission. As it is
transmitting At will notice that it is not only overwriting zeros hut
also ones. This indicates that it is out of synchronisation,and it
will abort its transmission and attempt to resynchronise. (Such a
process 1is similar to collision detect for CSMA network). A station
will normally monitor'its éynchronisation state whether transmitting
or not as an empty non:zero packet indicates synchronisation error.
To get back in synchronisation the station looks for a gap of zeros
equal in length to the slot length, followed by no synchronisation error
for one ring dglay, at which point it can reset its packet counter.

If after some period of time it does not find the zeros ,it calls a time
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out, and outputs the zeros on the ring itself. Thus the system is

stable since a station can detect when it is out of synchronisation and

will not corrupt more than one packet. On turn on the stations tend to
latch onto the first group of zeros. If these are not available,a

time out will be-génerated,and the sysﬁem will settle down in a stable
state. Alternatively,the station can resynchronise by assuming the next
one is the full/empty bit. If no synchronisation'error is detected

for one packet length after this,the assumption was correct and transmission
can proceed. If the ring is empty for one ring delay, then the station

can transmit and self synchronise.

If one of the bits in the destination addfess field of the packet
is corrupted, then the packet may not be recognised by any destination
but will be removed by the source. If the full/empty bit becomes full,
then the packet will not be removed by a source and will circulate for
ever. There are a number of techniques for removing lost packets in
a distributed system, and these are discussed in Section 5.6.

A final requirement of the slot system is that it should provide
a facility for setting up calls. This can be achieved by using the
source select register and associating with it a counter which defines
the number of packets the call is setup for. This requires a special
control packet to be sent which initialises these two registers and
which requires an extra bit in the control field. Another way of
defining the setup protocol would be to allow for two control packets,
one to indicate start of setup and the other for end of setup.

It can be seen that in the fixed length slot system all functions
are Qecentralised and ﬁhere is no central monitor station. Very simple
devices can be handled by using the sr-up protocol with the setup

counter being used as a time-out device. There are no gap digits and
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thereforeg no discontinuities. in the perfofmance characteristics
(with synchronisation on the full/empty bit, this is true for any ring
size).

The second system is the token system as described in Section
2.2.1. The token can be implemented in two ways. It can either be a
unique bit pattern or a single 'one'. If no empty token arrives within
a specified period of timesa time-out is called and new token is
generated. The packet format is as follows:

K

(T) (F) (dest) (srce) (length) (data..) (error) (control)

T - token

F = full/empty
When a token is recognised by a station,a procedure similar to that for
the slot system is‘followed with the full/empty bit being overwritten
and examined at the same time. The length of a packet is governed by
the width of the data field,and thus file transferg take place easily.

The error conditions for the two token schemes are considered
below. If the token becomes corrupted in either scheme in such a way
that it no longer exists,a time-out is eventually called,aﬂd a new
token is created. The time-out parameters are set to different values
to prevent the same two stations timing out and generating tokens
repeatedly. An error can occur in such a way that two tokens are
present in the system (which is eéuivalent to a station being out of
synchronisation). In the unique token scheme this can be detected by
storing the CRC check of the transmitted packet and comparing it to the
received one. As CRC checks are unlikely to be identical because only one source/
destinétion transmission at a time is allowed) a fault in the received
CRC check indicates there are two tokens or that the CRC check has

been cofrupted. Since there is no way of distinguishing between these two
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cases,the assumption is made that the station is out of synchronisation

and both packets and tokens on the ring a;:e deleted. A time-out then

takes palce, and a new token is created. As the time outs are set to
different wvalues thé ring recovers. In the single bit token scheme a
station can detect whether it is out of synchronisatién by examining the bits
it is overwriting for one ring delay after starting transmission. If the
ring is cleared to zero between transmissions and the station overwrites
ones, then it is out of synchronisation. This synchronisation procedure

is carried out whether the station is transmitting or not. Once a

station detects that it is out of synchronisation, it looks for a pattern of
empty token, followed by the appropriate number of zeros (one ring delay),
and the token again. The station resynchronises when this pattern has

been detected and t?ere is no further synchronisation error for some

period of time., Because the bit pattern the station synchronises on is not
unique, resynchronisation might occur in the middle of a packet, in

which case the algorithm is repeated. quer some circumstances the

station may be out of gnchronisation bu£ céfry on transmitting since the
packet it is overwriting contains the appropriate bit pattern at that
point. As time goes on, the probability of the bit pattern occurring at
the right place decreaseé, and eventually a station will detect that it is
out of synchronisation. In this scheme the longer the ring delay, the
higher the probability of detecting non~-synchronisation on first
transmission. In terms of hardware the unique token system requires a

bit stuffer/destuffer and CRC storage. The single bit token system
requires the ring to be cleared to zero betwéen transmissions and a
capability for recognising a specific bit pattern at the input. As

these features are already provided for the slot system the single bit

token scheme will be clbsen.
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If an errox occuré in one of the‘othér fields of the packet.
the consequences are not serious unless it is the length field. In this
case there is a possibilit& that the receiving station will be forced
out of synchronisation,and a procedure as described above will be
followed. The control field bits have the same meanings as in the slot
system. With the token system the length of the ringywill generally be
less than the packet size, so that the register for counting the packet
length at the source has to be duplicated. On the other hand,long
packets can be transmitted easily, and hogging does not occur (except:
for very long packets) sincé the token distributes bandwidth in a round
robin fashion. Under light loads the token system is slightly inferior
to the slot system as the token has to travel the whole way round the
ring before it can be reused. The station select, acknowledge,and
setup protocols can be incorporated in much the same way as for the slot
system.

The third system is the carrier sense multiple aécess system
(cSMA) and the packet format is as follows:

<ee

(sop) (dest) (srce) (seq.no.) (length) (data..) (error)

SOP - start of packet
When a station wishes to transmit,it looks to see whether another
transmission is taking place (by examining its counter to see if it is
counting through another packet). If another transmission is taking
place,it initialises its counter to a random value and repeats the
process this random time later. If it finds it is not in the middle
of a transmission,it begins to transmit its packet. If at‘any time
during the transmiséion period the 'collision detected' signal is sent
by the répeater,the transmission is abdrted and attempted a random time

later.Let us again consider the error conditions. As the system is
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no longexr a ring type system it does not matter if the address bits are
corrupted as the packet will disappear anyway. If the length field is
corrupted’then the packet will be incorréctly delivered, and the bits
remaining in the system will produce some collisions, however, the chance
of such an occurrance decreases as time goes on, and so the system recovers.
CSMA poses few hardware problems in the SLC,but its throughput is
lower than that of the ring,and there are no low level acknowledgementé.
The throughput can be improved by loading the random number counter with
a number from a distribution computed from the load statistics. This
is also required when the number of nodes is sufficiently large .because
CSMA system can become unstable. On turn on and in the rest state the
repeaters generate zeros.

There is one other system which warrants consideration for
inclusion in the SLC:and this is the register insertion system. Such
a system can be made to operate in either variable or fixed packet
length modes. When it is used in the variable length mode, the scheme .
for removing packets from the ring becomes complicated,especially
under error conditions. For this reason this mode will not be considered.
In the fixed length mode a packet is transmitted by placing it in a
shift register and inserting it into the ring at the appropriate
moment in time. The packet then moves round the ring until it reaches
a destination. Once the data has been read,the packet could theoretically
be removed by any station with an inserted register; however, to allow
low level acknowledgements and to keep the packet removal strategy
c¢lean, the packet will be removed from the ring at the source. The
packeF format is as follows:

e
(SOP) (dest) (srce) (data..) (error) (control)

Under error conditions the SOP bit can become corrupted and a
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station might synchronise to another bit. .This will corrupt the passing
packet which will then be delivered incorrectly or circulate round the
ring without being recognised. Thus  two stations will have their
registers inserted and will be blocked from transmitting. In order to
restore the system,the two lost packets have to be cleared to zero
(section 5.6). A blocked station will in due course time-out and
start searching for a string of zeros of packet length. As zeros
tend to cluster, such a string will in due course arrive, and the blocked
register can be removed from the ring. A consequence of this design
is that if fixed length packets are used by each station, but vary in
length from station to station then the minimum size packet must be
larger than the data length of the“largest packet (otherwise,
resynchronisation in the middle of another packet is possible). 1In
the register insertion scheme,the acknowledge and setup mechanisms
operate in the same way as in the slot system, and at turn on the latent
digits in each node are forced to zero. If large packet lengths are
required ,then the shift register is placed outside the SLC.

In all the ring systems that have been described the control
bits are situated at the end of the packet. This is so that the delay
at each node can be as small as possible. The error check for these
control bits can be in the last section of the error control field.
As well as being used for acknowledgement purposes and for lost packet
monitoring, the control bits can be used to improve the performance
characteristics of the system. If a packet returns to the source marked
busy and the host is notified of this fact immediately it might
immedjiately attempt the transmission again which will tend to clog
the syétem with busies. If the host is not notified of the busy until some

time later then the busy traffic will tend to decrease. If the extra
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delay is made dependent on ring loading,an‘optimuﬁ solution results.

A suitable metric of ring loading is.the time to acquire the next slot
or token. This can be the delay before outputting the busy first
time. If the transmission is attempted immediately again and
another busy is received,then the extra delay can be increased to
several slot acquisition times. This proceés could be made completely
transparent to the sour&e by automatically attempting the retransmission,
bringing the ring and CéMA systems closer together. The disadvantage
is that the station is blocked from transmitting any other packet while
the destination is busy. The ring and CSMA systems can be further
brought together by requiring that the CSMA network provides hardware

acknowledgements in the same way as a ring.

5.6 Removal of lost packets

There are a number of techniques for removing lost packets
in a distributed network. These techniques wilil béAconsidered for both
the slot and the register insertion systems.

A crude but effective way of monitoring lost packets in the
slot system is by each node storing a table of the source addresses
which pass the node. This table is of the same length as the number
of slots in the system. The algorithm is based on the fact that a
particular slot cannot be used by a source twice in a row but has
to be passed on downstream. Thus,if the tablé is updated every time
a slot passes the station and the oldest entry is deleted, and if the
new entry already exists the packet is either being used illegally or
is lost. 1In either case it is deleted next time it passes the station.
This technique requires additional hardware which need not be excessive

as the number of packets in the ring even for a large system is small.
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Another method for removing lost packets in the slot system
e

is by idle stations selecting the source address of the next full
packet. If this slot returns marked empty or used by another source,
the algorithm is repeated; otherwise, the packet is deleted at the
next revolution.

The third way of removing lost packets is by assigning the
" address zero to the station where packet removal or deletion takes
place. The logic for each station is the same,but the way it is
executed is dependent on the station number. A special control bit
is allocated in the packet and follows the address bits. When a
packet is transmitted, this bit is set to one. The principle of
operation is that the zero station is defined as the transition point.
Every time a packet passes the transition point it is marked with a
zero. If the packet arrives at the transition point already marked
zero, then it is removed or deleted at the next revolution. This is
achieved by overwriting the control bit by the OR of the bits of the
station address AND the control bit (i.e. (OR(addr.bits) )AND(control
bit)). Thus, the control bit will change to zero at the transition
point. Then if (OR(addr.bits)NOR(control bit)) is true, the packet
should be removed. If the packet is addressed to the station at the
transition point,then the control bit will be set to zero at the
station following the transmitter, but as zero is a valid address and
will be recognised anyway,this does not matter. The control bit is
placed after the address bits so that the counter for deletion at the
next revolution is not initialised in this case. This technique has
the disadvantage that it is not decentralised as the station at the
transition point cannot be removed. If this is done,another station
has to be initialised to address =zero.

The fourth method for removing lost packets was proposed by
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Reames [RE75a] and depends upon arranging.the stations on the ring in
such a way that all with MSB=1 (mést‘significant bit) are grouped on
one side,and all with MSB=0O are grouped on the other. Two control
bits are allocated in the packet for lost packet removal. Thus ,two
transition points are defined and if a packet passes through these
thrice it is lost. Every time a packet pasées a transition point ,the
vappropriate bit of the control fiela is set; and when both are set

and the packet passes a transition ééint,it is lost and will be
removed or deleted at the next opportunity. if the packet is to be
deleted then the control bits are reset to zero to ensure no other
station also attempts to delete the lost packet. This method has the
advantage that even if only one register is allocated in each station
for remov;l of lost packets then more than oﬁe packet can be in the

" process of being removed at any one time since this can be done by any

station in the system. However, due to the additional two bit control

field the delay through each node increases.

5.7 SILC ‘Architecture

Having proposed a number of.systeﬁS’it is now possible to
examine them more closely with a view 6f implementation on a single
chip. A decision which effects the design of the transmit and receive
shift registers is whether the station operates in a duplex or half
duple# mode. The CSMA system can only operate in the half duplex mode.
The register insertion system can operate in either mode, the duplex
;§stem being preferable as a station is ﬁot blocked from receiving data
from another node while waiting for an acknowledgement. Similarly the
siot éystem can operate in either mode, duplex being preferable since it

allows a station to receive while waiting for an empty slot. The token
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system can operate in the half duplex mode if the length of the ring is
greater than maximum packet length. Because most of the time this is not
the case, the token system will only operate if the station can transmit
and receive data at the same time. Thus, to implement all systems the
SLC will have to provide both transmit and receive registers. The
length of these registers is defermined by packet size. For the token
and CSMA systems, packets can be large and full size shift registers are
likely to take up too much space on the chip.

Each system requires a packet size counter,and as this takes
up little chip space it will be long enough for the largest packets.
If large data transfers are taking place, this will enable the system
to operate efficiently, even if a long header is used for:the transmission
protocol (e.g. TCP). :Another counter is required in each system to
count through different fields of a packet, although this information
could be derived directly from the packet size counter.

For the slot and token systems a further counter will be required
for counting ring size, and in the token system another counter will

count through the packet as it returns to the source when ring length

el

is less than packet size. All systems requirg_th;mergp;vgogntem;ﬁﬁln
Cag i cehurns BDohdm e

e emon the packel
theé 'CSMA “case this time out counter is used to notify the host when
reschieduling of a transmission has failed a number of times. . ..
o M e tat AR . B _

SR “Q“ﬁof*éécﬁhéistem the aaa;éés;né will be done associatively. A
number{df“éddfésé £é§i5£é£é>ﬁili berprovided directly on.the chip
(for self and épecial adaresses), with provision for extension to
another chip.

The retransmit/busy logic can be based on one further register.
This register is loaded with a random number in the contention case,

or with a number which defines the number of ring delays the system waits
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before passing the busy to the source in the other schemes.

The setuprmechanism is provided using the setup address
register and a setup counter. If chip space permits,this can be
extended by using another register as a mask. |

All systems provide an error check facility. This consists of
the erroxr check logic and two shift registers for CRC generation and
checking. The logic can be programmed to provide one of a number of
error checks. | |

VFinally,four more logrc areas are required to complete the SLC
hardware. The first is‘used to define the packet field lengths and
the microprogram, thevseconddfor writing control signals to interfaces,
the third for lost’packet detection,and the fourth for directly writing
a one‘to the transmission mediumn.

It can-thus'be seen that iﬁ terms of hardware the proposed
systems are yery”simiiar and implementing them on one chip poses few
problems. However, it is unlikely that without an extension chip, the
yariable packet lencthdnetworks will operate in an autonomous fashion
from the host. If such-an extension is not available, then the host
will be doubie buffered in the SLCAand will supply data at a rate

defined by the width of the double buffer. The size of the buffer

will be governed by chip space and pin limitations.

»

The individual component of the SLC having been described, its

architecture w1ll becons1dered1n more detall (Flg 5 8) The
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conditions,overlapping can be used to increase speed.

The SLC is based around a bi-directional data bus. All system
components communicate with each other via this bus which is tri-state
to allow the or'ing of other devices for DMA to extension chips. The
operation of the system components is coordinated by the timing/control
unit. Logic functions are implemented using ROM's and PLA's. The
size of the data bus and the registers/counters will be governed by
chip space and pin considerations.

The size of the control store is defined by the number of control
states in the system. In order to minimise this,the microprogram
operations are defined at a miniword level rather than solely at the
basic gate level. This means autonomous hardware can be used to perform
logic controlled subfunctions. By taking control information out of
microinstructions and placing it in discrete logic (and using PLA'a),
microinstruction size and control store size are reduced at the expense
of more complex hardware functions. If the length of time to execute
an instruction is known, the control unit delays by countingrotherwise,
an explicit return control path is provided.

Having defined the structure of the SLC it is now possible to
look at the operations which will be executed by the various micro-
instructions and hardware units. These fall into two categories,

I/0 and control. The I/0O operations are.

- read N bits from medium

-  write N bits to medium
which are used for communication between shift registers and the
transmission medium and

- output register/cognter

- input register/counter
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which are used for communication with the registers/counters along the
data bus. The read/write operations<can be executed simultaneously
to allow duplex operation of the SLC. Furthermore, once the read
or write operations have been initialised’the input/output instruction
can be commenced. If extension chips are being used, the control unit
' generates additional control information before the input/output
instructions are executed.

The control operations include cohmands which invoke the various
special purpose hardware units:

- 1invoke error check logic (involves 'write one' or 'write byte')

- 1invoke lost packet logic (involves 'write one')

- 1invoke acknowledge logic (involves 'write one')
and ) 73

- 1invoke setup logic
An operation is provided to utilise the hardware input unit which
detects a specified bit pattern at the input from the medium

- wait for bit pattemn
This bit pattern can be stored in a register (in which case it can be
used for address recognition), or if it is invariant,it can be hard
wired. This command is used to synchronise the SLC to the start of a
packet. Operations are provided for delaying by a number of clock
periods

- wait until counter N
and for asynchronous counting

- 1increment counter
Finally, an operation is provided for invoking the address recognition
logic

- compare registers (addresses)
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As an address extension chip is an option this will be done on a byte
by byte basis.

This completes the list of operations. By using them in suitable
combinations ,any of the previously described network architectures can
be implemented. The most critical part of the design is to ensure
that enough time is allowed to execute the program at each bit time.

As packet field lengths will generally be several bits long,this
should be possible, pevertheless,the timing has to be considered
carefully. Under all circumstances the fastest decision is made
on the full/empty bit,and this is achieved by using the overwriting

algorithm described previously.

5.8 Issues of complexity

It is important to consider if the chip is too complex from
ug microprogramming point of view and thus operates at an unacceptably
low speed. It is attractive to design a very flexible microprogram
instruction set which leaves the designer a free hand with the system.
This unfortunately leads to minimum field lengths which are too high
at maximum line speeds. If the transmission speed is reduced to less
than the maximum logic speed,then several microprogram instructions can
be executed in each transmission time, and programming can be more
general. However, the systems being implemented on the SLC have to be
capable of handling high speed input traffic,and they do this in the
most predictable way when line utilisation is low. It is thus desirable
that the SLC is capable of operating at maximum speed, and the?éfore
that the microinstruction format is wide. Further requirements of the
mic?oinstruction structuré are that it should allow efficient pfogram

generation, system development ,and debugging.
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Some additional features can be provided in the system to help
debugging and for special modes of operation. The most important of
these is the broadcast facility, which is implemented by reserfing a
special address for this purpose (e.g. all zeros). This can be done by
making it another (perhaps hard) entry in the name table. A facility
which helps to hardware debug the system is the echo facility. Another
address is reserved for this purpose. When a station receives a packet
of this type it transmits an echo packet to the original source. For
the register insertion system, this can be done directly by reversing
the address fields and retransmitting the packet. The station
select register used for setting up'calls can also define sets of
selected stations by using an associated mask. If the station select
Begister is set to a value which does not correspond to any node, the
station will be disconnected from the network. The only way it can
then be reconnected is by means of a broadcast packet or by its host.

Because the chip possesses a bus architecture, there is no reason
why in a sophisticated system the control store cannot be loaded by
special packets from the network. This would lead to interesting
possibilities since the structure of the network could be changed
dynamically to suit load conditions.

The SLC should also be examined to see if it is too complex
for present technology. LSI demands reqularity. As the chip consists
of areas of regular logic, it is to be expected that these groups can
be packed densly. However, there are a large number of data and
control lines which take up additional space but should improve yield
as faults under transmission lines do not render the chip inoperative.
A gate count is shown in Table 5.9 where the gate-to-component ratio
is the same as for uncommitted logic arrays (ULAs). The total is

within current technology for a number of logic families.




156

Type Numbex (i) e (EZEZQ
I/0 Shift Registers 4 16 10 640
Control Registers 5 8 10 400
Status Registers 2 8 10 160
I/0 Latch 1 8 4 32
CRC Shift Registers 2 16 10 320
Counters 7 8 10 560
Match Register. 1 16 10 160
Self Address Register o Lo 8 10 80
Setup/Mask Registers 1 8 10 80
’ I/0 Pattern Comparator 1 16 3 048
Control Unit PLA 1 = 500
Acknowledge Logic PLA 1 = 50
Error Check PLA 2 = 100
3130 gates

Table 5.9 Gate Count for SLC

Table 5.10 shows the pin count with minimum multiplexing of
control signals. There is a strong economic advantage in using a
standard size package the largest of which is 40 pins. It would thus
be advantageous to multiplex some of the control signals (for example,

the microprogram bootstrap controls).
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Interface No. of pins

Repeater/SLC 5
SLC/Bccess box (operational) 9 + 12 (Rx, Tx multiplex)
SLC/Access box (bootstrap) 6
SLC/FIFO 4 (Rx, Tx multiplex)
SLC/NTEC 10

46 pins

Table 5.10 I/O Pin Count for SLC

The choice of logic technology is governed by power dissipation,
packing density, and speed. With maximum package power dissipation of
500 mWatts and a 3000 gate chip, only 12L can.be considered f?om the
bipolar technologies (althoﬁgh this gate count is yg;z_conservative5. MOS
has high packing densities and low power dissipation, but due to the
interconnection of many logic units with a single bus,the time constant
is likely to be high. Also,MOS is slower than‘bipolar,althouéh'devices
with 4000 gates, in part working at 7MHz, have been produced.

In order to estimate the size of the chip, the capacitance of
the control data bus has to be calculated. For NMOS this is 20 pfs.,and
to achieve a satisfactory clégk rise time for a system operating at
7MHz,this requires a 10 mAmp ériving current. The transistors directly
driving the bus have to be large enough to provide this current (aspect
ratio 120), but they in turn have a self capacitance which affects the next
layer and so on. It takes six-to seven such layers befofe the transistors
are of.minimum size. A new gate count is made for NMOS (as regular_

devices such as registers and counters can be implemented more
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efficiently than with ULAs) which comes t¢ approximately 1300 gates.
It is thus found that for a NMOS-SLC operatingat 7MHz, the chip
size is 225 milsz. This is a large chip and thus the yiéld is poor
(8%) and costs per chip high (£40/chip for low volume). However, the
SLC can be partitioned into two chips (within one pack), thus improving
yield (15%) and decreasing cost (£15). The power dissipation assuming
half the gates are on, and 5V power lines are being used is° 100 mWatts
(dynamic) and 200 mWatts (static).

For SFL (a variant of IzL) the chip is smaller since the logic
more compact and is found to be 150 mils?. as 250 mils2 NMOS chips
are currently being made,it is expected that the SLC can be manufactured.

If chip space is a problem,then some sections of the SLC can be implemented

on separate chips, but this has the disadvantage that the machine will

be slowed down due to added timing problems.

5.9 Applications

The SLC implements a number of communication systems which can
effectively handle various traffic patterns. The applications for
such a network range from real time,where the inquiry traffic is
short and the output long, to multiprocessor systems,where traffic can
be very high and variable. An algorithm has to be developed to match the
speed of transmission and receptién. The simplest way of doing this is
by associating a speed number with every'device and updating this when
the delay does not meet the estimate. A correct choice of time-out
parameters has to be made. If these are too long, then the system does
not recover from error conditions quickly; if they are too short, errors
will be detected when they have not taken place. A different interface

is required for each device attached to the network.
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When a network of this type has been set up, the primary traffic
will probably consist of file transfer traffic and teletype traffic.
However, there is no reason why such a network could not be used to
implement a distributed computer system or a distributed database
system. This poses some interesting questions of naming and éddressing,
which are to some extent alleviated by the broadcast facility of the
networks. The SLC can also be used to implement a ring contention
network. Such a network consists of a ring used in a broadcast mode
and has the advantage that at low loads the delays are comparable to a
broadcast system,but at high loads clashes are very infrequent.

Another question to be considered is that of reliability.
Unfortunately, all SLC networks are svsceptable to a single transmission
line failure, because even in the contention case the unterminated reflections
from the break will render the system unusable. This can be overcome
by laying the cables in such a way that the nétwork can be easily
reconfigured or by duplicating the system. The latter is as interesting
a possibility as provided the clocks can be handled appropriately'there
is no reason why two SLC networks should not be placed side by side to

double the theoretical bandwidth.
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" 'CHAPTER: 6

" 'PROTOCOL ISSUES

6.1 IAﬁrédue£i65

In this chapter some of the protocol requirements of local
networks are discussed. This is followed by a redesign of the Cambridge
ring to provide hardware support for protocol implementation. The new
ring is similar to the old one, and requires few hardware changes.
Simple protocols for resource sharing, peripheral sharing, and file
transfer are presented which allow both intelligent and dumb devices

to be independently connected to the ring.

6.2 Local Network Protocols

Protocols should be designed in such a way that extensive
revisions are not necessary as the network grows and its uses become
more general. However, at the outset only simple protocols can be
precisely specified and easily implemented. 1Initially,the protocols
provide a mechanism for resource sharing, for file transport, and for
connection of interactive I/O devices. Later,they become more oriented
to the more complex problems of distributed computing systems, distributed
database systems etc. Furthermore, as local networks develop, a need
arises to connect such networks to each other and to more complex
global systems. This means that protocols have to be incremental in
nature and be capable of being extended to allow communication with
global networks.

'Local.and global networks are interconnected using 'gateways'.
If local networks incorporate a standard way of implementing a gateway

such extensions are not difficult. Local and global networks are
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brought together by common network level protocols. This allows local
networks to be expanded by introducing a backbone network, the

protocol structure remaining unaltered. Some of the proposed standards,
such as the X-25 interface [FO75], do not allow this,and it is unlikely
that this is the correct direction to be taken in the future.
Unfortunately ,such layering of protocols causes inefficiencies, but
these tend to be dptimised for the local case. This can be done if

the interfaces between protocol layers are left clean and invariant of
the algorithm employed at each level. As the local network is

expanded ‘the additional protoéol functions are inserted by a special
unit which extends the subset protocol (e.g. routing, addressing). This
unit can be an additional computer or program in the host. Such an
approach regquires a pure, free formatted address scheme : that is address
bits belonging to one level are not used by another.

As local networks become more complex, other issues have to be
faced. These include the dynamic naming of services, the use of the
broadcast facilities, and the problems of dist¥ibuted file systems.

For example, in a distributed computer system the personality of the

distant computer is hidden from the user who only sees a global

computing resource. This requireé additional features to be provided to
enable efficient process-to-process communication to take place [STR78]. It is
inefficient for each node to possess a catalogue process which indicates

where network resources lie and how they are to be used. If another

protocol level is used, thenAsuch tasks can be rationalised and

distributed throughout the network. Unfortunately, this leads to
inefficienciesas process-to-process addressing requires long address

fields, and the naming structures in such a distributed system becomes

complex. Some protocols (e.g. SDLC) do not provide sufficiently
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flexible addressing and control structures and thus have been extended
for some applications. An interesting scheme is utilised in the Irvine
ring, where network addressing is by name, with names corresponding to
processes which might be resident in any of the machines and which
can move from one machine to another. An alternative way of process—
to-process addressing when the location of the destination process
is not known is by use of the broadcast facility.

Flow control of packets may be handled at the protocol level.
This should not place a limit on the maximum speed of transmission and
has been implemented by use of windowing (e.g. TCP). 1In this scheme
the receiver informs the source how many packets can be transmitted
past the previously acknowledged paéketfHowever, if the destination
does not provide an explicit acknowledgement, then this is not possible
and speed matching algorithms have to be employed. Furthermore, if the
destination cannot accept a message, then the message can be queued,
or it can be ignored. In the latter case no guarantee is given that a
destination will respond to a transmission within a specified period
of time,which makes network behaviour less predictable. This can be
remedied by queuing which can be done at the source, in the network, or
at the destination. There are other schemes: for example, dividing

transmission requests into two groups as used in the protocol for the

Cambridge ring described below.

6.3 A redesign of the Cambridge Ring

The main feature of the redesign is that control packets are
introduced and are used both to arbitrate between sources competing for
single destination and =~ . by the user,who can set an extra control

field in the packet. The wastéd bandwidth is reduced as despite the
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extra control' packets fewer transmissions are returned marked busy.
The other major alteration allows the user to transmit to himself
either via the ring or directly via the station unit. This allows
.faults to be detected more easily: as when persistent errors occur,the
user can distinguish between faulfs that occur.in his own station unit
and in the rest of the ring. The control signal for the direction
‘that self transmissions take place can either be set by switches at the
station or by software in the attached computer. This means that this
control éignal is provided as another line on the interface.

The new packet structure is shown in Fig. 6.1. It can be seen
that packet length is increased by one bit although it could be kept at
its previous value by removing the SOP bit. The hardwére can now
function in a number of modes. When the source and destination
addresses correspond to station addresses ,the packet is one of two
addreésed packet types (control and data). When the destination
address 1s set to all ones, the packet is one of two broadcast packet
types'(control or data). These broadcast and addressed packets are
" under the control of the user and are acknowledged as before. The
control bit is‘placed at the front of the packet to minimise the timing
constraints én the logic.

In order to arbitrate between sSources competing for a single
destination another packet type, the token packet is introduced. It
is distinguishéd from other packets by the destination address, which
is set to zero. The algorithm for ordering transmission requests is
completely decentralised and is based on dividing all such requests
_ to each destination into two pools. While one pool is being served,
-all other transmission requests are placed in the other pool, which is

only serviced once the first pool is empty. No queue is formed within
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a pool, the emptying process being according to ring order. Three
control bits a?e used which can occupy thé last three fields of the
packet since neither the data nor the response control bits are

in use when the algorithm is in operation.

The algorithm can operate a£ the packet or the message level,
Messagés are implemented either by transmitting the length of the
message in the first packet or by using the céntrol/data bit. This
bit is set to one at the initial transmission and then zero for
all other packets in the message until the last packet, when it
is set to one again. Thus, if the initial transmission does not
indicate message length (control bit zero), the algorithm operates
at the packet level; otherwise it operates at the message level.

The algorithm for the redesigned ring functions at the message
level, theé control/data bit being. used to define message size. If
the initial transmission is successful, the station select register
of the receiver is filled with the source address and other transmission
requests éfe returned marked unselected. It is these transmission
requests that are to be arbitrated, and so their 'which pool!' bit is
set to indicate to the transmitter the pool in which it has been
placed. At the same time, a bit is set in the receiver to indicate
that a transmission request has been received. There are two such
bits since there are two pools, and it is the other pool from the

one currently being serviced that is set. Each receiver possesses a

further bit to indicate which pool it is currently emptying. When the last

packet of a message has been received (indicated by the control/data bit)
and there are no transmission requests in either pool, the receiver goes
into.the wait state. Otherwise, it indicates to the first transmitter

(in ring order) from the new pool to transmit its message. This is done
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by the receiver broadcasting a token packet. The first control bit
of this packet indicates which pool is being served. The second control
bit is the token (initially zero), and the third control bit indicates
if there are one or more members in the pool. The token packet makes
its way round the ring and is received by all transmitters waiting for
a token from the destination. If the token is for the same pool as the
waiting transmitter, the token bit is overwritten with a one. At the
sSame time,this bit is read;and if it is found that it was already used,
a one is written into the final control field of the packet to indicate
that the pool is not empty. When the token packet returns to its
source,the control fields are examined,and if £he pool is empty (only
under error conditions), the other pool is served,Otherwise the station
waits for the first packet from the source which has claimed the token.
4This transmission has to take place rapidly’and when it does,the
select register is filled as before. If the token has been claimed
by the last member of a pool the other pool is served next time, and the
appropriate pool bit is reset in the receiver.

There are a number of problems associated with this scheme. If
a source breaks down while waiting in a pool then the receiver is not
affected. 1If, however; this breakdown occurs after the token has been
claimed,then the receiver will be hung up. This will also happen if
‘the source breaks down before the end of a message and both are
 remedied by a time out in the receiver. Also, the destination checks
the selection register at each packet so as not to mark unselected
packets busy. This means that each packet has to be processed within
its own slot time. For some traffic speeds the pool system is worse
as three transmissions are required to a busy node, whereas normally

the minimum is two.
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A number of variations are possible in the implementation of the
new ring. The control bits can bé placed serially at the end of the
packet instead of being encoded. This would make them directly readabfe
by using the packet size counter but would also make packets longer
and increase delay. The hardware can be extended to transmit to the
first available receiver ,but this requires extra storage for the waiting
destination addresses. The control/data bit can be placed at the end of
the packet and used for the arbitration algorithm.. This would mean
the data field is not used for control, but the acknowledgé logic would
have to be very fast. The algorithm can be simplified by not checking
for the presence of more members in the pool, but one token transmission
is then wasted when switching pools. It is noticeable from studying the
slot system how variable the performance is due to the gap digits. If
the SOP bit is ommitted and the station synchronises on the full/empty
bit, the efféct of gap digits disappears.

Let us 'examine the hardware requirements of the new system. On
the transmission side each station'requires one bit of memory, token
and control packet detect mechanisms, and perhaps a destination address
store if other transmissions are attempted while waiting for a token.
On the receive side three bits of storage are required, along with a length
register if the control/data bit is not used ta delimit messages. Alsqg
a redesign is necessary to extend the packet size by one bit, to add
two signals to the access box interface, and to provide the extra
logic for self transmission. Other hardware components required for
the new ring are already present,and so the design does not present
a major hardware effort.

‘.The new ring retains the advantéges of a small packet system,

and the availability of a control field gives more flexibility to the
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user. No error control hardware has been introduced ,because it has been
found that the error rates in the present ring are very low. However,
if the counting scheme is used to delimit messages, the control/data
bit could be used as a parity bit or to indicate the satisfactory
reception of the previous packet. The number of busies has been
reduced, although these can still occur once a message is being
transmitted.

There are a number of other schemes which could have been
implemented to improve the ring performance. The members of a pool
can be queued and served in order of arrival as in the DEMOS system
[Dow77]. oOn the other hand,the receiver could mark all unwanted packets
unselected and broadcast back when ready to receive again. This reduces
the nﬁmber of busies but does not enforce any service order. The best
"algorithm in any situation depends on the degree of variability that
can be tolerated by the driving_software. As the ring service time
is likely to fluctuate ahyway due to shifts in network loaq, it is
unlikely that a queuing system gives much better characteristics than
the.algorithms described above. It would be interesting to consider a
two tier scheme,where separate pools are used at the packet and at the
message levels as the number of packets marked busy would then be

reduced to zero (although unselected acknowledgements would continue) .

6.4 Protocols for the Cambridge Ring

The protocols described below are designed to be implemented on
the redesigned ring. Use islmade of the extra control field for
delimiting messages And thus the scheme is not applicable to the ring
as it exists at present. However, an alternative strategy where the

start and end of a message are denoted by a unique bit pattern makes
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the two ring schemes compatible. This approach is also advisable when
error rates suggest that the control bit is likely to be corrupted
frequently. Different message types are used to implement the file
transfer and dumb user protocols. Multiplexing to a number of dumb
users is allowed,although intelligent devices can only receive one
message at a time. There is no provision for priority messages, nor
for any flow control (e.g. explicit per packet acknowledgement) apart
from that already present in the hardware. It is thus assumed that
if buffer space is exhausted ,the transmission will be completely
repeated. However, as the control field of a message can incorporate
a window the protocols can be extended to incorporate flow control.

Initially, a message system (Fig. 6.2) is implemented which allows
the meaning of control fields to be easily changed or expanded. The
message system allows data to be transmitted efficiently by synchronising
the transmitter and receiver and provides error control.

Protocols at the message level are shown in Fig. 6.3. When a
message transmission is requested, the control/data bit is set to one.
The token mechanism may operate, the source eventually being selected
at the destination. A number (defined by convention) of packets
containing control information are now transmitted with the control
bit set to one. This is followed by first the data with the control bit zero
and eventually by a packet containing a 16 bit error check which unselects
the destination. It is expected that to avoid prolonged lock-out and
to prevent interactive teletype traffic from being unduly delayed,
message size will not gxceed 4Kbits ,and thus a 16 bit error check is
adequate. If the error check is incorrect the source is notified by
a sepérate message ,and the transmission is repeated. The message

scheme does not allow for single packet messages. Such messages can be
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utilised to transmit control information when it can be encoded

within one packet. However, not all control messages are short and as
they take only a small portion of the bandwidth, this limitation is not
severe,

The message scheme is used for communication with dumb devices.
The select register is loaded by the first accepted packet, which is
followed by commands for driving the device. This select register is
normally released by a control packet, but may be timed out if frequency
of transmission is below a predetermined threshold. If this threshold
is set to a high value driving dumb devices poses few software problems
as time outs are less critical, although hogging may still occur.

Implemented on top of the message system is the file transfer
protocol which is similar to that in Ethernet, the different
message types being shown in Fig. 6.4, A file transfer may be aborted by
either partner transmitting an abort message. The file transfer protocol
can be extended by the use of sequence members and windowing.

Each intelligent host on the ring possess a process which is
used for communicating with the ring. This process is likely to govern
the speed at which the host transmits and thus should be implemented
at a low level, (e.g. in the microprogram). When very high speeds are
required, the interface can be designed in channel mode, although for
| high ring loads the delay round the ring might not warrant this.
However, it is suitable where the.interface is designed to allow
multiplexing at the packet level and where there is a large volume
of traffic into the node.

. It is intereéting to consider the possibility of introducing
free_sfanding service devices to the ring,such as printers, and ‘

interactive I/0 devices like teletypes. In the former case the service
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device will possess some intelLigence,to éllow it to.be driven at

higher rates than for dumb devices. This entails the introduction of
additional protocols and storage and leads to the problem of where
output for the device is to be buffered. The problem of free standing
interactive devices can be'approached by incorporating a microprocessor
at eachvunit. The microprocessor can be used in two modes: : character-by-
character or line.by.line.Since interactive devices tend to operate in
a duplex mode,it is inefficient for the host CPU to generate a separate
acknolwedgement for each character. This can be remedied either by using
the microprocessor to transmit line-by—liné or by the use of a single
free-standing concentrator. The concemtrator operates in a character-by-
character mode with the microprocessor, but in a line-by-line mode with
the host CPUs.

The microprocessor is used to setup the connection with the
concentrator and also to handle errors, retransmissions, and type
ahead. The concentrator acknowledges individual characters, but the
line acknowledgement is issued by the host CPU. In order to allow the
concentrator to communicate with a number of microprocessors, the
protocol incorporates a new select scheme where the station select
register is cleared immediately after a packet has been received.

The hardware of the Cambridge ring has thus been redesigned to
enable a message system to be implemented easily. Some basic protocols
for file transfer and peripheral sharing have also been presented.

Further modifications would be to include a parity bit with each
slot and packet or to retain a slot for more than one revolution. In the
former case the pafity can be updated by each station thereby localising
errors'and failures to a single link, and in the latter the bandwidth

available to a user is increased.
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CHAPTER 7

SUMMARY AND CONCLUDING REMARKS

7.1 Summary

Recent years have seen the development of local afea computer
communication networks. This work has been concérned with the study of a
number of such networks, and in particular witﬁ éhe comparison of the
performance and hardware characteristics of such networksffelative to
each other.

Initially, the particular features of local networks were considered
and compared to those of global networks. It was found that for reason-
ably sophisticated systems ,the differences were mainly dué to physical
size. A number of local network systems were then chbseﬁ for éomparison,
and these included the ring network based on the empty sl:bt principle
implemented at the Computer Laboratory, University of Cambridge. Thé
other ring systems chosen were the token system, whére theAuser:can only
transmit when in possession of a permission token, thebregister insertion
system ,where a fixed length shift register is iﬁserted,in the data path
on transmission, and the pre-~allocated bandwidth system,where each user
exclusively pdsSesses a part of the bandwidth. It was found that for the
dynamic allocation systems the performance characteristics~wefe similar,
and that delay and throughput were typically governed by the total
delay of the transmission lines. The pre-allocated system pe:formed
well when the‘ﬁﬁmber of nodes was small and the tréffic between them
homoggneous.

" Two brogdcast networks were considered : the first based on the

Aloha system at the University of Hawaii and the second on the Ethernet
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system at Xerox. An analytical model for a two node Aloha network
was developed, and exponential and uniform retransmission distributions were
compared. It was found that for small systems, the exponential distribution
improved throughput. A new algorithm for stabilising and optimising the
use of the Aloha channel was presented, the results being verified by
analytical analysis and simulation. A technique for modelling the
Ethernet was presenfed based on a computer algebra system. Ring and
broadcast systems were contrasted,and it was found that their performance
characteristics were similar. Also, a ring contention network was
described with delays similar to a broadcast system at low loads but with
ring like behaviour at high léads.

It was observed that not only the performance characteristics but
also the hardware requirements of the different networks were similar. A
design for a general purpose, LSI, station logic chip was thus considered.
The chip is microprogrammed and is based on a simple set of micro-
instructions which can be used to build any of the networks.

Finally, protocol issues were considered with special reference to
the local network at Cambridge. In order to improve the handling of
messages, the Cambridge ring was redesigned so that messages competing for

a single destination are served within some maximum period of time.

7.2 Conclusions

As local network techniqués become better understood, new areas
of application will beAdeveloped. These range from simple terminal
interconnection schemes to complex resource sharing, process control, and
dist;ibuted computér systems. An important area is that of interconnection
of microprocessor systems. As these are developed, for example in

alrcraft or ship control, a need arises for a rational interconnection
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structure,and this is fulfilled by a local network.‘ Another important
area is that of digital voice transmission. As this becomes more common
in global networks,the need for a cheap and éimple local distribution
mechanism becomes greater. This process will be accelerated by the
arrival of inexpensive LSI devices.

Of all local network structures the Ethernet (CSMA) approach has
recently been mostvpopular. This may not continue as the advantages of
rings become better understood. With CSMA the delay before transmission
(and no clash) is low. However, rings also perform well at low traffic
levels, the mean overhead for the token system being half a ring delay.
As traffic level increases the CSMA system has to bé carefully adjusted
to avoid the build up of undelivered traffic, and this probably requires
additional hardware. Line utilization can be improved by increasing
’ packet size (also true for the token system) ; héwever,larger buffers
have to be provided. Furthermore, low level ackno&ledgements require
separate transmissions additionally reducing the bandwidth. It is also
not clear that the CSMA transmission problems are simpler. The tap
either matches the impedence of the Ether and can bring it down at
failure, or it has a high impedence giving rise to inefficiences and a
large driving current capable of induciﬂg failure. The contention ring
attempts to aleviate some of these problems, but unless designed carefully,
is likely to have more complex hardware than either a ring or bus, with
little performance gain.

An attractive feature of the Cambridge ring is its ability to
transmit data bytes aSynchronoﬁsly, so that buffers may be dispensed with
at the receiversince the reception of a message is suspendable at any
time. 'Thug a direct memory access controller can be designed using

redundant memory cycles and no storage. By using phase-locked loops the
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ring hardware can be made synchronous, and there is no .need for a preamble,
nor for a high frequency local clock. A disadvantage of most ring systems
is that the delay throﬁgh each node is at least one bit. In the Cambridge
scheme this can be easily reduced (a factor of six posing no problems),
and thus a large number of nodes can be supported. However, there is

a point at which other network architectures become attractive,and

these are discussed below.

7.3 New local network architectures

With the increased use of optical devices the geographical
criteria for local networks will become less-apparent. However, there
are a number of interconnection structures which will become more widespread
as the size of local networks increases. As has been shown in the
thesis ring and bus networks possess similar performance characteristics,
and the delay is related to the number of nodes N. At the other extreme
lies the crossbar switch and the completely conne¢ted network where delay
between any two nodes is constant, but where the hardware rapidly beéomes
complicated with increasing N. There are a number of schemes which lie
between these two extremes and which are suitable when N is large. The
circuit switched approach, where every pair of subscribers can converse
simultaneously autilises Nlog(N) interconnections, has worst case delay
of log(N) but requires an external computer to set the switches to achieve
the desired connection pattern [ﬁE64]. It is thus suitable for use where
calls are not changed frequently and represents the opposife extreme
from packet switching. A network based on binary high dimensional
cubes has been proéosed [su77], with a number of nodes on each side of the
cube énd with corner nodes used for switching packets between cubes.

As the number of nodes increases,there is a tradeoff between increasing
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the number of cubes and increasing-the.number of nodes per side. If
there are two nodes per side, then this is the Boolean-n cube network with
homogeheous nodes, Nlog(N) interconnections, no setup time, and delays
similar to the switched network. However, as the number of nodes increases ,
each one becomes more complex in proportion to log2(N), whereas for
the othef networks, there is no increase in complexity. Another
disadvantage is that transmissions along each link are bidirectional,
unlike ring systems and bus systems where the transmission hardware can
be simpler (unidirectional).

A scheme can be devised where the delay is less than that for
ring systems and where transmission along each line is (unidirectional.
Figure 7.1 shows the routing possibilities for a system where each node
can transmit to one of two succeeding nodes. The packet format is
similar t; that for the Cambridge ring, with the address fields replaced
b§ a routing field (the source being decodable from the route). On
transmission the routing information can be decoded from the address
portion of the packet and can thus be generated rapidly. Otherwise, a
simple route table can be kept at the source which allows alternate
routing strategies to be adopted. To minimise delay as the packet
passes a node, the routing bits are rotated so that the first bit of the
route field indicates the next direction. Because there can be two packets
arriving for output along a single wire, a packet buffer is required (also
for Boolean cube), but for homogeneous data flow this will not be large.
Also,if packets become corrupted they might circulate indefinitely; but
this can be avoided by either clearing the route bits after use and
taking special action for all zeros, or by rotating and replacing with

a modular-2 random number so that the route constantly changes. The
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latter has the further advantage that when a packet is found to be
corrupted its source can always be decoded. The node has two inputs and
two outputs used in switching mode, however, it can also be used for
attaching host devices to the network by taking one input and one output
and connecting them to the device interface. This means that a single
unit can be designed to function as a station, which makes an LSI
implementation attractive.

In the above scheme there i§ a finite possibility that data will
be lost due to fixed size buffers. This can be remedied by incorporating
a return control path for each line and reducing buffer size to two
packets. This means that transmissions are bidirectional (or that there
is an additional backward path), and congesting traffic is delayed
outside the network. Hogging is avoided by alternating the backward
busy signal between the two inputs. As the line transmission hardware
lies outside the station unit,tﬂere is no increase in complexity.

It is possible £o further extend the scheme by multiplexing contxol
and data packets. Such a system is shown in Figure 7.2, where there
are three inputs and three outputs per node. Each packet is routed
left or right as shown, the hardware being similar to the previous
scheme. The switching units are compact and again can be used for
attaching host devices. Since the network is symmetric, the routing
information can be decoded easily.

The networks described above have the property that local
transmissions have smaller delays than distant ones. Furthermore, if
one of the nodes is disconnected,the network continues to operaﬁe in
a downgraded mode. New nodes can be connected at any point in the
network using homogeneous station units, and delays are of the order

of log(N). It is possible to use the station units to construct
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rings or buses as they form a subset of the possible network architectures.
It is for these reasons that such networks pose interesting problems

for the future.
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' ARPENDIX

Summary of Notation

" Definition Introduced onvpage

Normalised propagation delay 85

Mean electronic delay between two

nodes 41
Delay through node i 41
Delay between node i and i+l 41
Mean ring service delay (bits/packet) 43
Mean ring service time (secs/packet) 51
Denotes deterministic distribution 51
Mean transmission delay 52

Probability of k terminals transmitting
succesfully 118

Mean delay to resolve a clash 92

Transmission register data replacement
delay (bits) 44

System error rate 79

Mean number of successful transmissions

in one direction - 94
Mean value of Ex before slot m 111
Mean value of Ea after slot m 111
Shift register error rate 78
Transmission medium error rate 78

Number of successful transmissions
before higher W 109

Probability of k transmissions from
free nodes 85




' Notation .

Ps
Ps!

suc

‘Definition
Probability of retransmission in
slot k
Applied traffic
Denotes general distribution

Number of gap digits in system

Probability of k transmissions from

blocked nodes
Intensity due to all other nodes
Intensity due to node i
Total traffic due to other nodes

Size of finite storage

Uniform retransmission distribution

parameter
Nﬁmber of lost packets
Mean number in queue
Mean number in system
Denotes exponential distribution
Mean time between clashes

Conditional value of W, ,W. (of
. 172
retransmission slot)

Number of nodes in system

Number of nodes in group i, (group‘jf
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Introduced on page

93
82
51

44

84
54
st
54

38

83
57
52
52
51
94
98
41

72

Mean number of transmissions in one ring

revolution
Proportion of packets lost
E;dket size (bits)
Number of data bits in packet

Probability of success

50

57

42

77

92

Probability of n transmission in one ring

revolution

53




Notation

&

p(2)

P (z) i P (z) i

Tr
Tr!

Tri,Trj

Tx

W, W

184

“'Definition Introduced .on page

Probability of station transmitting
in one ring revolution 42

Probability of station in group i,
(group j) transmitting in one ring

revolution 75

Maximum value of p(z) with packet

replacement time E 44
Number of slots in system 44
Probability of k transmissions clashing 118

Mean number of successful transmissions
in one direction in free system before

a clash 97
Normalised throughput (line utilisation) 47
Total traffic lost or turned away 57
Ring transmission speed (bits/sec) | 42
Bandwidth available for data transmission 47

Ring transmission speed for group i,

(group j) 75
Mean data transmission rate from one node

(bits/sec) 42
Mean data transmission rate from one node

in group i, (group j) 75
Time to transmit a packet including control

characters 58
Packet size (slots) 119
Retransmission slot random variables ‘ 91

Probability of transmission from free

node 83
1 -x 92
Exponential distribution parameter %1
l -y . 91

Ratio of mean station transmission rate
to ring transmission speed 42
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Notation Definition Introduced on page
1/8 Mean line busy period . 55
1/0 Mean line idle period 55
/o, Mean line idle period due to station i 55
o] Probability of blocked station

transmitting when freed ’ 89
C] Probability retransmission split for

exponential distribution 96
o Probability retransmissions split for

general distribution ‘ 98

A Mean arrival rate to one node

(packets/sec) 51
o] Server utilisation 51
ul Mean service rate (random component) 52
u, Service rate (deterministic component) 52
€ Probability of free station transmitting

when packet is available 85




AB70

AB73

AG77

AS75

BA75

BE64

. BI75

BU75

Cco72

DA73

DE75

DOM74

DOW77
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