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Abstract

Statistical filtering is often used to remove noise from automatically acquired subcat-
egorization frames. In this paper, we compare three different approaches to filtering out
spurious hypotheses. Two hypothesis tests perform poorly, compared to filtering frames
on the basis of relative frequency. We discuss reasons for this and consider directions for
future research.

1 Introduction

Subcategorization information is vital for successful parsing, however, manual development of

large subcategorized lexicons has proved difficult because predicates change behaviour between

sublanguages, domains and over time. Additionally, none of these sources provide the relative

frequency of different subcategorization frames (scFs) for a given predicate, essential in a
probabilistic approach.

Over the past years acquiring subcategorization dictionaries from textual corpora has
become increasingly popular. The different approaches (e.g. Brent, 1991, 1993; Ushioda et
al., 1993; Briscoe & Carroll, 1997; Manning, 1993; Carroll & Rooth 1998; Gahl, 1998; Lapata,
1999) vary largely according to the methods used and the number of SCFs being extracted.
Regardless of this, there is a ceiling on the performance of these systems at around 80% token
recall.

The approaches to extracting SCF information from corpora have frequently employed
statistical methods for filtering (Brent, 1993; Manning 1993; Briscoe & Carroll, 1997; Lapata,
1999). This has been done to remove the noise that arises when dealing with naturally
occurring data, and from mistakes made by the sSCF acquisition system, for example, parser

, EITOIS.

Filtering is usually done with a hypothesis test, and frequently with a variation of the bino-
mial filter introduced by Brent (1991, 1993). Hypothesis testing is performed by formulating a
null hypothesis, (Hp), which is assumed true unless there is evidence to the contrary. If there
is evidence to the contrary, Hp is rejected and the alternative hypothesis (H;) is accepted.
In scF acquisition, Hy is that there is no association between a particular verb (verd;) and a
SCF (SCF;), meanwhile Hj is that there is such an association. For scF acquisition, the test is
one-tailed since Hy states the direction of the association, a positive correlation between verb;
and scf;. We compare the expected probability of scf; occurring with verd; if Hp is true,




to the observed probability of co-occurrence obtained from the corpus data. If the observed
probability is greater than the expected probability we reject Hy and accept Hy, and if not,
we retain Hp.

Despite the popularity of this method, it has been reported as problematic. According to
one account (Briscoe & Carroll, 1997) the majority of errors arise because of the statistical
filtering process, which is reported to be particularly unreliable for low frequency SCFs (Brent,
1993; Briscoe & Carroll, 1997; Manning, 1993; Manning & Schiitze 1999).

Adopting the sCF acquisition system of Briscoe & Carroll we have experimented with an
alternative hypothesis test, the binomial log-likelihood ratio (LLR) test (Dunning, 1993). This
test has been recommended for use in NLP since it does not assume a normal distribution, which
invalidates many other parametric tests for use with natural language phenomena. LLR can be
used in a form (—2logA) which is x? distributed. Moreover, this asymptote is appropriate at
quite low frequencies, which makes the hypothesis test particularly useful when dealing with
natural language phenomena, where low frequency events are commonplace.

In this paper, we compare the results of both the Brent style binomial filter of Briscoe
& Carroll, and the LLR filter. In addition to these significance tests, we compare 2 simple
method which uses a threshold on the relative frequencies of the verb and SCF combinations.
We do this within the framework of the Briscoe & Carroll SCF acquisition system, which is
described in section 2.1. The details of the two statistical filters are described in section 2.2,
along with the details of the threshold applied to the relative frequencies output from the scF
acquisition system. The details of the experimental evaluation are supplied in section 3. We
discuss our findings in section 3.3 and conclude with directions for future work (section 4).

2 Method
2.1 Framework for SCF Acquisition

Briscoe & Carroll’s (1997) verbal acquisition system distinguishes 163 SCFs and returns relative
frequencies for each scF found for a given predicate. The SCFs are a superset of classes found
in the Alvey NL Tools (ANLT) dictionary, Boguraev et al. (1987) and the coMLEX Syntax
dictionary, Grishman et al. (1994). They incorporate information about control of predicative
arguments, as well as alternations such as extraposition and particle movement. The system
employs a shallow parser to obtain the subcategorization information. Potential SCF entries
are filtered before the final scF lexicon is produced. The filter is the only component of this
system which we experiment with here. The three filtering methods which we compare are
described below. '

2.2 Filtering Methods
2.2.1 Binomial Hypothesis Test

Briscoe & Carroll (1997) used a binomial hypothesis test (BHT) to filter the acquired scFs.
They applied BHT as follows. The system recorded the total number of sets of SCF cues (n)
found for a given predicate, and the number of these sets for a given scF (m). The system
estimated the error probability (p®) that a cue for a SCF (scf;) occurred with a verb which did
not take scf;. p° was estimated in two stages, as shown in equation 1. Firstly, the number
of verbs which are members of the target ScF in the ANLT dictionary were extracted. This
number was converted to a probability of class membership by dividing by the total number
of verbs in the dictionary. The complement of this probability provided an estimate for the




probability of a verb not taking scf;. Secondly, this probability was multiplied by an estimate
for the probability of observing the cue for scf;. This was estimated using the number of
cues for ¢ extracted from the Susanne corpus (Sampson, 1995), divided by the total number
of cues.

e <1 __lanltverbsin classil) lcues fori]
= |anlt verbs| |cues]

(1)

The probability of an event with probability p happening exactly m times out of n attempts
is given by the following binomial distribution:

n! )!pm(l ___p)n~m | (2)

P(m,n,p) = m

The probability of the event happening m or more times is:

P(mt,mp)= 3 P(k,n,p) )

k=m

Finally, P(m, n, p®) is the probability that m or more occurrences of cues for scf; will occur
with a verb which is not a member of scf;, given n occurrences of that verb. A threshold on
this probability, using P(m+, n, p), was set at less than or equal to 0.05. This yielded a 95%
or better confidence that a high enough proportion of cues for scf; have been observed for the
verb to be legitimately assigned scf;.

Other approaches which use a binomial filter differ in respect of the calculation of the
error probability. Brent (1993) estimated the error probabilities for each SCF experimentally
from the behaviour of his SCF extractor, which detected simple morpho-syntactic cues in the
corpus data. Manning (1993) increased the number of available cues at the expense of the
reliability of these cues. To maintain high levels of accuracy, Manning applied higher bounds
on the error probabilities for certain cues. These bounds were determined experimentally. A
similar approach was taken by Briscoe, Carroll & Korhonen (1997) in a modification to the
Briscoe & Carroll system. The overall performance was increased by changing the estimates
of p® according to the performance of the system for the target scF. In the work described
here, we use the original BET proposed by Briscoe & Carroll.

2.2.2 The Binomial Log Likelihood Ratio as a Statistical Filter

Dunning (1993) demonstrates the benefits of the LLR statistic, compared to Pearson’s chi-
squared, on the task of ranking bigram data. To our knowledge, LLR has not been previously
‘used in SCF acquisition.

The binomial log-likelihood ratio test is simple to calculate. For each verb and SCF com-
bination four counts are required. These are the number of times that:

1. the target verb occurs with the target scr (ki)
2. the target verb occurs with any other scF (n; — k1)

3. any other verb occurs with the target scF (ks)



4. any other verb occurs with any other SCF (ng — kg)

The statistic —2log\ is calculated as follows:-
_zlog’\ = 2(logL(p1> kl; nl) + logL(pZ: k27 nZ) - logL(p, kl) nl) - logL(p, k2, 77/2))
where: logL(p,n, k) =k % logap + (n — k) * loga (1 — p)

and:
= kL — k2 = kithy
b= ! P2 = ng ? = n1+ng

The LLR statistic provides a score that reflects the difference in (i) the number of bits
it takes to describe the observed data, using pl = p(scr|verd) and p2 = p(scr|-verbd), and
(ii) the number of bits it takes to describe the expected data using the probability p =
p(ScF|any verd).

The LLR statistic detects differences between pl and p2. The difference could potentially
be in either direction, but we are interested in LLRs where pl > p2, i.e. where there is a
positive association between the sCF and the verb. For these cases, we compared the value
of —2logA to the threshold value obtained from Pearson’s Chi-Squared table, to see if it was
significant at the 95% level.

2.2.3 Using a Threshold on the Relative Frequencies as a Baseline

In order to examine the baseline performance of this system without employing any notion of
the significance of the observations, we used a threshold on relative frequencies. This was done
by extracting the scrs, and ranking them in the order of the probability of their occurrence
with the verb. The probabilities were estimated using a maximum likelihood estimate from
the observed relative frequéncies. A threshold, determined empirically, was applied to these
probability estimates to filter out the low probability entries for each verb.

3 Evaluation

3.1 Method

To evaluate the different approaches, we took a sample of 10 million words of the BNC corpus
(Leech, 1992). We extracted all sentences containing an occurrence of one of fourteen verbs?.
The verbs were chosen at random, subject to the constraint that they exhibited multiple com-
plementation patterns. After the extraction process, we retained 3000 citations, on average,
for each verb. The sentences containing these verbs were processed by the SCF acquisition
system, and then we applied the three filtering methods described above. We also obtained
results for a baseline without any filtering.

The results were evaluated against a manual analysis of corpus data?. This was obtained
by analysing up to a maximum of 300 occurrences for each of the 14 test verbs in LoB (Garside
et al., 1987), Susanne and sEG (Taylor & Knowles, 1988) corpora. Following Briscoe & Carroll
(1997), we calculated precision (percentage of SCFs acquired which were also exemplified in
the manual analysis) and recall (percentage of the scFs exemplified in the manual analysis
which were acquired automatically).

'These verbs were ask, begin, believe, cause, ezpect, find, give, help, like, move, produce, provide, seem,
swing.

?The importance of the manual analysis is outlined in Briscoe and Carroll (1997). We use the same manual
analysis as Briscoe & Carroll, i.e. one from the Susanne, LOB, and SEC corpora. A manual analysis of the BNG
data might produce better results. However, since the BNC is a heterogenous corpus we felt it was reasonable
to test the data on a different corpus, which is also heterogenous.




High Freq || Medium Freq || Low Freq Totals

TP | FP | FN || TP | FP FN I TP | FP | FN || TP FP | FN
BHT (| 76 | 29 | 23 || 11| 37 31 23 | 15 90| 89 | 69
LLR || 66 | 30 | 32 9| 52 33 23 | 17 || 77 | 105 | 82
MLE || 92| 31( 6 0 O 42 0} 19992 31| 67

O N

Table 1: Raw results for 14 test verbs
| Method [ Precision % | Recall % |

BHT 50.3 56.6
LLR 42.3 48.4
MLE 74.8 57.8
baseline | 24.3 83.5

Table 2: Precision and Recall

3.2 Results

Table 1 gives the raw results for the 14 verbs using each method. It shows the number of
true positives (TP), false positives (FP), and false negatives (FN), as determined according to
the manual analysis. The results for high frequency scrs (above 0.01 relative frequency),
medium frequency (between 0.001 and 0.01) and low frequency (below 0.001) scrs are listed
respectively in the second, third and fourth columns, and the final column includes the total
results for all frequency ranges.

Table 2 shows precision and recall for the 14 verbs. We also provide the baseline results,
if all scFs were accepted.

From the results given in tables 1 and 2, the MLE approach outperformed both hypothesis
tests. For both BHT and LLR there was an increase in FNs at high frequencies, and an increase
in FPs at medium and low frequencies, when compared to MLE. The number of errors was
typically larger for LLR than BHT. The hypothesis tests reduced the number of FNs at medium
and low frequencies, however, this was countered by the substantial increase in Fps that they
gave. While BHT nearly always acquired the three most frequent SCFs of verbs correctly, LLR
tended to reject these.

While the high number of FNs can be explained by reports which have shown LLR to
be over-conservative (Ribas,1995(b); Pedersen,1996), the high number of FPs is surprising.
Although theoretically, the strength of LLR lies in its suitability for low frequency data, the
results displayed in table 1 do not suggest that the method performs better than BHT on low -
frequency frames.

MLE thresholding produced better results than the two statistical tests used. Precision
improved considerably, showing that the classes occurring in the data with the highest fre-
quency are often correct. Although MLE thresholding clearly makes no attempt to solve the
sparse data problem, it performs better than BHT or LLR overall. MLE is not adept at finding
low frequency scrs, however, the other methods are problematic in that they wrongly accept
more than they correctly reject. The baseline, of accepting all SCFs, obtained a high recall at
the expense of precision.
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Figure 1: Hypothesised scr distribution for find

3.3 Discussion

Our results indicate that MLE outperforms both hypothesis tests. There are two explanations
for this, and these are jointly responsible for the results.

Firstly, the scFr distribution is zipfian. Figure 1 shows the conditional distribution for the
verb find. This unfiltered scF probability distribution was obtained from 20 M words of BNC
data output from the SCF system. The unconditional distribution obtained from the observed
distribution of scFs in the 20 M words of BNC is shown in figure 2. The figures show sCF rank
on the X-axis versus SCF frequency on the Y-axis, using logarithmic scales. The line indicates
the closest Zipf-like power law fit to the data.

Secondly, the hypothesis tests make the false assumption (Hg) that the unconditional and
conditional distributions are correlated. The fact that a significant improvement in perfor-
mance is made by correcting the prior probabilities according to the performance of the system
(Briscoe, Carroll & Korhonen, 1997) suggests the discrepancy between the unconditional and
the conditional distributions.

Both LLR and BHT work by comparing the observed value of p(scf;|verb;) to that expected
by chance. They both use the observed value for p(sc fi|lverd;) from the system’s output, and
they both use an estimate for the unconditional probability distribution (p(scf;)) for estimat-
ing the expected probability. They differ in the way that the estimate for the unconditional
probability is obtained, and the way that it is used in hypothesis testing.

For BHT, the null hypothesis is that the observed value of p(scf;|verd;) arose by chance,
because of noise in the data. We estimate the probability that the value observed could have
arisen by chance using p(m, n, p®). p® is calculated using:-

e the SCF acquisition system’s raw (unfiltered) estimate for the unconditional distribution,
which is obtained from the Susanne corpus and

e the ANLT estimate of the unconditional distribution of a verb not taking scf;, across all
SCFs

For LLR, both the conditional (p1) and unconditional distributions (p2) are estimated from
the BNC data. The unconditional probability distribution uses the occurrence of scf; with any
verb other than our target.
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Figure 2: Hypothesised unconditional scF distribution

The binomial tests look at one point in the scF distribution at a time, for a given verb. The
expected value is determined using the unconditional distribution, on the assumption that if
the null hypothesis is true then this distribution will correlate with the conditional distribution.
However, this is rarely the case. Moreover, because of the zipfian nature of the distributions,
the frequency differences at any point can be substantial. In these experiments, we used one-
tailed tests because we were looking for cases where there was a positive association between
the scF and verb, however, in a two-tailed test the null hypothesis would rarely be accepted,
because of the substantial differences in the conditional and unconditional distributions.

A large number of false negatives occurred for high frequency sCFs because the probability
we compared them to was too high. This probability was estimated from the combination of
many verbs genuinely occurring with the frame in question, rather than from an estimate of
background noise from verbs which did not occur with the frame. We did not use an estimate
from verbs which do not take the scF, since this would require a priori knowledge about the
phenomena that we were endeavouring to acquire automatically. For LLR the unconditional
probability estimate (p2) was high, simply because this SCF was a common one, rather than
because the data was particularly noisy. For BHT, p® was likewise too high as the SCF was also
common in the Susanne data. The ANLT estimate went someway to compensating for this,
thus we obtained fewer false negatives with BHT than LLR.

A large number of false positives occurred for low frequency scFs because the estimate for
p(scf) was low. This estimate was more readily exceeded by the conditional estimate. For
BHT false positives arose because of the low estimate of p(scf) (from Susanne) and because
the estimate of p(—scF) from ANLT did not compensate enough for this. For LLR, there was

. no means to compensate for the fact that p2 was lower than pil.

In contrast, MLE did not compare two distributions. Simply rejecting the low frequency
data produced better results overall by avoiding the false positives with the low frequency
data, and the false negatives with the high frequency data. Interestingly, Lapata (1999) also
used a threshold on the relative frequencies when establishing scFs for diathesis alternation
detection. The thresholds were determined for each sCF using the frequency of the scF in
CcOMLEX (Grishman et. al, 1994). She reported that these thresholds obtain slightly better
results than those achieved with a Brent-style binomial filter.



4 Conclusion

This paper explored three possibilities for filtering out the SCF entries produced by a scr
acquisition system. These were (i) a version of Brent’s binomial filter, commonly used for this
purpose, (ii) the binomial log-likelihood ratio test, recommended for use with low frequency
data and (iii) a simple method using a threshold on the MLEs of the sCFs output from the
system. Surprisingly, the simple MLE thresholding method worked best. The BHT and LLR
both produced an astounding number of Fps, particularly at low frequencies. Further work
on handling low frequency data in SCF acquisition is warranted. A non-parametric statistical
test, such as Fisher’s exact test, recommended by Pedersen (1996), might improve on the
results obtained using parametric tests. If the MLE thresholding still achieves better results,
it would be worth investigating ways of handling the low frequency data, such as smoothing,
for integration with this method. However, more sophisticated smoothing methods, which
back-off to an unconditional distribution, may suffer from the lack of correlation between
conditional and unconditional scF distributions.
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