
Complexity Theory

Randomness



Last time: Time vs Space 

https://www.quantamagazine.org/for-algorithms-a-little-memory-outweighs-a-lot-of-time-20250521/



Conceptual questions we must ask

What is randomness?

Does randomness exist?

How do we generate randomness?

Is randomness in the eye of the beholder?

Probability or uncertainty?

How do we model randomness?

Probabilistic Turing Machines M(x; r)

input
random 
string

Can free will exists in a deterministic world?

https://people.ischool.berkeley.edu/~nick/aaronson-oracle/


Primality testing

Problem: Given an integer , is  a prime number?n ∈ ℕ n

Recall the naive algorithm:

Check divisibility by all a < n

Exponential complexity

Can randomness help? Idea—create a random test satisfying: 

•If   a prime number, the test will always passn

•If   is not a prime number, the test will fail with high probabilityn



Miller-Rabin Primality testing

Let  . Write .n ∈ ℕ n − 1 = 2sd

For , let  iff the following hold:a ∈ [n] MR(n, a) = 1

ad ≡ 1 (mod n)

   for some a2rd ≡ − 1 (mod n) r < s

Theorem •If   a prime number, n MR(n, a) = 1

•If   is not a prime number, n Pr[MR(n, a) = 0] ≥ 3/4

What if 75% is not enough?



RP (Randomised Polynomial-time)

A language  is in RP if and only if there exists a Polynomial-time 

Probabilistic TM (PPT)  such that

L

M

•If  , then x ∈ L Pr
r

[M(x; r) = 1] ≥ 1/2

•If  , then x ∉ L Pr
r

[M(x; r) = 0] = 1

Where does Primality Testing lie?

Bonus: the class ZPP (Zero-error Polynomial-time Probablistic)

What’s the catch?

ZPP ⊆ RP ∩ coRP



RP Soundness amplification

Suppose that:•If  , then x ∈ L Pr
r

[M(x; r) = 1] ≥ ϵ

Run the algorithm  times; output  iff one of the invocations accepted.t 1

A language  is in RP if and only if there exists a Polynomial-time 

Probabilistic TM (PPT)  such that

L

M

•If  , then x ∈ L Pr
r

[M(x; r) = 1] ≥ 1/2

•If  , then x ∉ L Pr
r

[M(x; r) = 0] = 1

Pr
r

[M′￼(x; r) = 1] = 1 − Pr
r

[M′￼(x; r) = 0]

Choose  times, where  is the desired probability.t = log1−ϵ(α) α

≥ 1 − (1 − ϵ)t



3SAT revisited

Consider a 3CNF formula  with the promise that:ψ

- either at least 99% of the assignments satisfy ; orψ

- either at most 1% of the assignments satisfy .ψ

What is the complexity of deciding which is the case?

Now suppose:

- more than 50% of the assignments satisfy ; orψ

- at most 50% of the assignments satisfy .ψ



PP (Probabilistic Polynomial-time)

A language  is in PP if and only if there exists a Polynomial-time 

Probabilistic TM (PPT)  such that

L

M

•If  , then x ∈ L Pr
r

[M(x; r) = 1] > 1/2

•If  , then x ∉ L Pr
r

[M(x; r) = 1] ≤ 1/2

Is this the right notion?

Claim.    NP ⊆ PP

Proof.    Let  be the NP verifier of proof length V(x, w) p(n)

1) Sample w ∈ {0,1}p(n) 2) If  output 1V(x, w) = 1

Consider the PP algorithm that on input :x ∈ {0,1}n

Note that Pr
w

[V(x, w) = 1] > 1/2

o/w flip a coin!



BPP (Bounded-error Probabilistic Polynomial-time)

A language  is in BPP if and only if there exists a Polynomial-time 

Probabilistic TM (PPT)  such that

L

M

•If  , then x ∈ L Pr
r

[M(x; r) = 1] ≥ 2/3

•If  , then x ∉ L Pr
r

[M(x; r) = 1] < 1/3

Why can’t we use the RP amplification?

Can we generalise to:

•If  , then x ∈ L Pr
r

[M(x; r) = 1] ≥ 1 − ϵ

•If  , then x ∉ L Pr
r

[M(x; r) = 1] < ϵ



BPP Soundness amplification

Let  be the outputs of invocations of .A1, …, At M(x)

The amplified algorithm  rules by majority.A′￼

On a 1-instance, , and the Chernoff bound gives𝔼[A] ≥ 2/3

Pr[ |A − 2/3 ≥ 1/6] ≤ 2e−t(1/6)2/2 = exp(−t)

The analysis for 0-instances is symmetric.

Denote  be the average output.A =
1
t

t

∑
i=1

Ai
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Randomness complexity classes
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Turing fact of the day

Pseudorandomness and derandomisation can be traced back to Turing!


