GENERALIZATION

| have data, and I've fitted my model to it.

What can | say about the future? TRUE PROBABILITY MODEL
FITTED MODEL e A

To be able to say anything, let’s assume there’s a “law of nature”, in-the-
i.e. a true probability model that governs both. dataset wild

What can we usefully say about the future
(or equivalently about the true probability model)?

Parameter uncertainty

Prediction uncertainty

Choosing between models
(e.g. models of varying complexity)

Model adequacy
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LECTURE 4: NEURAL NETWORKS AND CLASSIFICATION

“This is a
HOmph speed
[imit, with

probability
98%."

@ } This “98%” is the model’s estimated probability.
: It’s not the same thing as uncertainty — is it 98+1% or 98+40%"?

000

No one has worked out how to extract prediction uncertainty from a neural network.



Challenge: find a 95% confidence interval for the rate of temperate
increase in Cambridge from 1985 to the present, in °C/century

. . 2.86 4.85
Oliver Gibson :——“
2.81 4.99
| "bf
2.78 5.00 by y e f
Arya Golkari : v ¢ ‘/- j d(1EINe
-0.02 7.77
2.59 12.96
Sarath Roshin-Saran * ¢ ’ *
0.65 1 16.23
buy
4 2.46 4.78
. >
¢ >
et 2.4 4.79
as
year 3
2.5 4.7
. *
== =0
g 2.6 4.6 +—¢ Bayesian
¢ frequentist




s ChatGPT empiricist, Bayesianist, or frequentist?

| have a dataset of student marks on an exam (numbers
in the range 0 to 20). | also have a record of the gender of
the student (male / female / other). | want to learn if
there is gender bias. Give me code to do this.
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Sure — here’s a clean, reproducible way to test for gender bias in exam marks using Python.
I’ll give you code that both:

1. Explores the data visually and statistically, and

2. Formally tests for significant differences in the mark distributions across genders.

To test if gender groups differ in their distributions:

a. 2-group parametric test (if marks are roughly normal and variances similar)
b. 2-group nonparametric test (if not normal)

c. multi-group parametric and nonparametric tests
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