
§2.4 Least squares estimation
& probability



Carl Friedrich Gauss
1777–1855



Least squares estimation
Given observed data 𝑦1, … , 𝑦𝑛, fit the linear model

𝑦 ≈ 𝛽1𝑒1 + ⋯ + 𝛽𝐾𝑒𝐾

i.e.
𝑦𝑖 ≈ 𝛽1𝑒1,𝑖 + ⋯ + 𝛽𝐾𝑒𝐾,𝑖

Example 2.1.1
The Iris dataset has 50 records of iris measurements, 
from three species.

How does Petal.Length (PL) depend on 
Sepal.Length (SL)?

We fitted the linear model 

PL ≈ 𝛼 + 𝛽 SL + 𝛾 SL2

Maximum likelihood estimation
Given observed data 𝑦1, … , 𝑦𝑛, fit the probability model

𝑌𝑖 ∼ ⋯

Example
Let’s fit the probability model

PL𝑖 ∼ 𝛼 + 𝛽 SL𝑖 + 𝛾 SL𝑖
2 + Normal(0, 𝜎2)
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by choosing the parameters 𝛽1, … , 𝛽𝐾 so as to 
minimize the mean square error

mse =
1

𝑛
෍

𝑖=1

𝑛

𝑦𝑖 − pred𝑖
2

where pred𝑖 = 𝛽1𝑒1,𝑖 + ⋯ + 𝛽𝐾𝑒𝐾,𝑖

by choosing the model parameters so as to maximize 
the log likelihood of the observed data

log Pr 𝑦1, … , 𝑦𝑛 = ෍
𝑖=1

𝑛

log Pr𝑌(𝑦𝑖  ; … )



PL𝑖 ∼ 𝛼 + 𝛽 SL𝑖 + 𝛾 SL𝑖
2 + N 0, 𝜎2Model for a single observation:

Likelihood of a single observation:

Log likelihood of the dataset:
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Maximize over the unknown parameters, 
𝛼, 𝛽, 𝛾, and 𝜎:
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Maximize over the unknown parameters, 
𝛼, 𝛽, 𝛾, and 𝜎:
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Least squares estimation 
derives from a Gaussian 
probability model.

If that model doesn’t fit the 
data, then don’t use least 
squares estimation!



Let 𝑦𝑖 ∈ {0,1} be the outcome for stop-and-search incident 𝑖.

𝑦𝑖 ≈ 𝛼 + 𝛽eth𝑖

Fit 𝛼 and 𝛽Bl, 𝛽Mi, … using least squares estimation

𝑌𝑖 ∼ Bin(1, 𝛼 + 𝛽eth𝑖
)

Fit the parameters using maximum likelihood estimation

What we 
did earlier:

What we 
should do:

i.e.  𝑌𝑖 ∼ 𝛼 + 𝛽eth𝑖
+ 𝑁(0, 𝜎2)

or, equivalently, fit using maximum likelihood estimation

There’s a more advanced version called Logistic Regression, 
for Bin(1, 𝜃𝑖) where 𝜃𝑖  depends on multiple features. It uses softmax.
See the code in [stop-and-search.ipynb], or Part II Advanced Data Science.
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dt = y_val - model.predict(X_val)
binomtest((dt > 0).sum(), len(dt), alternative='greater')
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𝛾1990 = −1.019, 𝛾20000 = −0.649, 𝛾2010 = −0.737, 𝛾2020 = 0



temp ≈ 𝛼 + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾𝑡 + 𝛿𝑡2

These models don’t presume the shape of 
the response; they’re open to anything. 
But we still need to find a way to 
summarize all the coefficients.

This model assumes a simple functional form, which makes it easy 
to summarize the nonlinearity – but which may be wrong.

temp ≈ 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾decade
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Temp ≈ 𝛼station + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾station𝑡

MODEL

ALL THE DATASET!

Adam Whittome
“Don’t trust models, just invent 
algorithms to process the plain 
honest data”

for 𝑠 in stations:

 model data from station 𝑠 as Temp ∼ 𝛼 + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾𝑡 + 𝑁(0, 𝜎2)

Oliver Gibson
“I lowkey kind of trust models ...”

Zerui Chen



temp ≈ 𝛼 + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾𝑡 + 𝛿𝑡2

“I found the mle to be መ𝛿=0.000757, which is positive, indicating 
that temperature increase is accelerating”

hypothesis 
testing

generalization

holdout set
evaluation

temp ≈ 𝛼 + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾𝑡

“I fitted the model, then examined the signs of the later residuals, 
and did a hypothesis test to see if they’re consistent with Bin(1,½).”

Oliver Gibson

temp ≈ 𝛼 + 𝛽1 sin 2𝜋𝑡 + 𝛽2 cos 2𝜋𝑡 + 𝛾𝑡

“I did the hypothesis test on a holdout set, to see if the signs of 
the residuals are consistent with Bin(1,½).”

Arthur Sun

model choice ≈
parameter estimationJustin Leung
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