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Assumptions and Research Questions

Questions:
Does attention provide model transparency?
Are attended-to features responsible for outputs?

If yes:
1. Attention weights should correlate with feature importance methods.

- Gradient-based methods
- Leave-one-out

2. Alternative attention weight configurations should yield corresponding changes in prediction.

Experiments

Authors claim: No
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Experiments



Datasets / NLP Tasks

Sentiment Analysis:
- Stanford Sentiment Treebank (SST)
- IMDB Large Movie Revies Corpus

Natural Language Inference:
- SNLI Dataset

Other Binary Text Classification:
- Twitter Adverse Drug Reaction dataset
- 20 Newsgroups (Hockey vs Basketball)
- AG News Corpus
- …

Question Answering:
- CNN News Articles
- bAbI



Feature Importance Correlation

Model Computation

Gradient Based Feature Importance
Kendall Correlation

Leave-One-Out Feature Importance
Kendall Correlation

1. Attention weights should correlate with feature importance methods.



Feature Importance Correlation



Gradient Feature Importance Correlation



Attention Changes

Model Computation

Random Attention Permutation
Compute Output Difference

Median Output Difference

2. Alternative attention weight configurations should yield corresponding changes in prediction.



Random Attention Permutation



Adversarial Attention

Model Computation

Adversarially Optimize Attention
Compute difference in
- Output
- Attention Weight

Find maximum attention 
difference with maximum 
threshold output difference

2. Alternative attention weight configurations should yield corresponding changes in prediction.



Adversarial Attention



Results

Prior Assumptions

1. Attention weights should correlate with feature importance 
methods.

- Gradient-based methods
- Leave-one-out

2. Alternative attention weight configurations should yield 
corresponding changes in prediction.

Weak correlation

Negligible Changes

Attention is Not Explanation
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Discussion



Pros / Cons

Positive:
- Clear research question and experiments for 

evaluation

- Various datasets and empirical evidence to 
backup claims

- They use previously established definitions 
of “explainability” / “transparency”
- Still up to debate

Negative:
- Questionable Assumptions

- Using feature attribution as ground-truth
- Explanations need to be exclusive

- Strong focus on binary classification and LSTMs

- Is changing the attention weights valid?

- Their own results sometimes show that attention 
can be explanation



Impact / Debate

2019
Attention is not 
Explanation

2019
Attention is not 
not Explanation

2019
Is Attention 
Interpretable?

2022
Attention cannot 
be an Explanation

2021
Why Attention May 
Not Be 
Interpretable?

2021
Is Sparse 
Attention more 
Interpretable?

2020
Why is Attention 

Not So 
Interpretable

2020
(How) Can 
Attention Become 
Explanation?

2023
SEAT: Stable and 

Explainable 
Attention

2022
Is Attention 
Explanation? An 
Introduction to the 
Debate

2024
On Explaining with 
Attention Matrices

1661 Citations
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