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Explanation Types



Concept Bottleneck Models (CBMs) Recap

• Key advantage: user can intervene on concepts
• Key shortcoming: requires concept labels for the entire training set



Motivations

• Widespread Deployment of Black-Box Models

• Desire for Instance-Specific Interventions

• Challenge of Full Concept Labeling

• Balancing Performance and Intervenability

Post-hoc intervenability on any pretrained black box

Formal definition of intervenability as a performance 
gain from concept corrections

Small concept-labeled validation set suffices

Fine-tuning black boxes to increase intervenability
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Fine-tuning for Intervenability
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Datasets

• Synthetic

• To test performance under controlled bottleneck vs. incomplete concept scenarios.

• AwA2: 85 binary attributes and species labels

• Clearly labeled animal attributes. Demonstrates concept-based classification in images.

• CUB

• Fine-grained bird attributes to test model detail sensitivity.

• CIFAR-10 & ImageNet: 143 and 100 attributes respectively

• Standard vision benchmark + demonstrating concept extraction with large vision-language models.

• MIMIC-CXR & CheXpert: 14 binary attributes

• Real-world medical imaging with partial concept labels from radiology reports.

Evaluation metrics: AUROC, AUPR, Brier scores, calibration curves.
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Pros and Cons

Pros

•Can be applied post hoc to any pre-trained 

network.

•Small validation set

•Effective even with incomplete concepts

•Architecture-agnostic

•Instance-specific interventions

Cons

•Still needs some concept labels

•Added complexity

•Highly depends on probe’s quality

•Potential misalignment of concepts

•User burden



Thanks and Q&A?


