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Introduction

- Global decline in trust: Trust in news media is at an all-time low, 
with only 38% expressing confidence in news sources globally.

- Political bias and lack of transparency

- Key challenge: 
- Independent human analysis is expensive
- Vast amount of news articles published every day

- Study aim: Investigate if GPT-4-generated bias and tone analyses 
can improve perceptions of:

- Credibility
- Objectivity 
- Trust



Literature Review 

- Existing efforts: Transparency strategies have been proposed but few 
studies evaluate how these tools impact audience trust in real-world 
scenarios.

- Role of LLMs: LLMs, like GPT-4, excel in text classification, bias detection, 
and sentiment analysis.

- Challenges with LLMs: Potential for introducing biases, "black-box" 
limitations, and computational demands.

- Alternatives: Lexicon based methods  rule-based approach  simpler 
and more compute efficient but less accurate in nuanced situation.



Methods
- Participants: 40 university students aged 18-34.

- Experimental design: between-subjects design:
- Control group: 3 articles presented without additional context.
- Treatment group: 3 articles accompanied by bias and tone analyses generated by GPT-4.
- Hypothesis testing to determine if there was a different between groups

- Metrics evaluated: Credibility, Objectivity, and Trust, rated on a 5-point Likert scale.

- Statistical analysis:
- Reported mean, variance and standard deviation.
- Shapiro-Wilk test used due to data non-normality.
- Mann-Whitney U to test data significance (non-parametric and no normality assumptions)





Control Group Treatment Group



Results

- Dependent variables: Slightly lower mean scores for the Treatment 
group across Credibility, Objectivity and Trust.

- Data was not normally distributed for any of the metrics according 
to the Shapiro-Wilk test.

- No statistically significant differences between Control and 
Treatment groups for any of the three metrics (p > 0.05) according 
to the Mann-Whitney U test.

- Failed to reject the null hypothesis

Mann-Whitney U Test results



Discussion

- Insights: While cheaper than human annotation, bias detection by LLMs alone may not shift trust 
perceptions significantly.

- Limitations: 
- Small, homogeneous sample size consisting only of university students
- Potential bias introduced by LLMs in explanations 

- Future research: 
- Larger and more diverse samples  improve statistical significance

- Analyse covariates such as age, digital literacy or political orientation
- Add human verification to explanations to avoid LLM bias  improve trust
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“Our results show that compared to no feedback and even causal AI explanations of an always correct
system, AI-framed Questioning significantly increase human discernment of logically flawed statements.”
-Danry et al (2023)

T H E  O R I G I N A L  S T U D Y

AI-Framed questioning builds upon a method of Socratic Questioning, asking open-ended
questions to stimulate thinking.
Focused only on one type of logical fallacy - Hasty Generalisation
AI-framed questioning was effective in increasing human discernment of logically flawed
statements



M Y  R E S E A R C H  Q U E S T I O N S

Do humans perform better at discerning the logical structure and validity of statements when
they receive feedback from AI systems compared to when they work alone?

1.

How does AI-framed Questioning affect participants’ discernment of logical structure and
confidence of their discernment?

2.



E X P E R I M E N T  D E S I G N

Each participant answers 24 questions in 3 sections
Each section represents a different treatment (No AI support, AI
provided answer and AI-framed Questioning)
Questions are adapted from the Oxford and Cambridge Thinking
Skills Assessment admissions test for certain academic courses



R E S U L T S

ANOVA reveals an overall significant effect of   the

use of AI-framed Questioning on participant’s

performance in the assessment (F = 4.61, p = .017)

Pairwise comparisons show a significant positive

effect for the use of AI-framed questioning over

the other treatments.

Cohen’s d calculation indicates a moderate to large

effect size. (A vs C: -0.66, B vs C: -0.59)



T H E M A T I C  A N A L Y S I S

Critical thinking is hard
The general performance in the assessment
shows that participants find the logical
evaluation of arguments difficult.
Non Cambridge University students found the
task much harder, with lower scores.

Trust in AI
AI provided answers with no explanation were
not helpful to participants.
Participants only accept AI feedback when
there is additional information that allows
them to also evaluate the AI.
This corroborates with previous literature on
trust and use of AI responses 
(Ribeiro et al, 2016)

Sense of reward 
Participants preferred AI-framed questioning
as they still enjoyed a sense of reward and
accomplishment when completing the task.
These are important motivators when
establishing long term learning (Knowlton &
Castel, 2022)



R O O M  F O R  F U T U R E  W O R K

BALANCING
FEEDBACK

Balancing Feedback
There is a challenge to balance the guidance
provided by the AI-framed questions. Some
questions may provide too much support
which reduces the cognitive thinking
required. On the other hand, it could even be
detrimental as the question confuses the
reader further.

Educational Setting
There is a potential to explore a similar
approach when users interact with a system
that attempts to help them with some
academic subjects such as Mathematics.

Interactive System
A dynamic, interactive system where users
can ask clarifying questions can be explored
to see if they are able to be guided in even
more complex and difficult tasks.

INTERACTIVE
SYSTEM

EDUCATIONAL
SETTING



Thank you!



Predictability in Writing with Delayed 
and Immediate Text Prediction



RQ

How predictive text with and without a delay condition 
influences the predictability of text written using them.

The experiment involves participants writing captions for images

(i) with the use of predictive text,
(ii) without the use of predictive text, and
(iii) with the use of predictive text shown after a delay



Study Design

There are a total of 10 participants, each of whom will complete 12 image 
captioning tasks (four tasks per condition).

Conditions (randomly assigned to images):

1. Immediate prediction: next-words suggestions appear as soon as participant begins typing.
2. Delayed prediction: suggestions appear a set time after participants begin typing each word.
3. No Prediction: no suggestions are provided.

The participants will use an on-screen keyboard to input text
Delay time = 0.5s

(eliminates typist speed as a variable; slows the typist so that they see suggestions in delay case)



Interface

^ current image

^ on-screen keyboard interacted using mouse

next-word suggestions for caption ^



“music festival with a large” => [‘group’, ‘crowd’, white]

music festival with a large crowd of people 
standing outside

Predictability predictable words/total words

a large beach with a lot of buildings in the 
background and some people on the beach9/17

4/10

^ predictions



Results
mean predictable word count mean ratio of predictable words

Error bars calculated using non-parametric bootstrapping,
10000 samples, 95% confidence intervals









Design Choices in Program Synthesis Tools 
and Their Effect on First-Time Learnability 

by End-Users

Izzi Millar - Part II



Overview - motivation and method
● Based on ‘Exploring the Learnability of Program Synthesizers by Novice 

Programmers’
● Extended to look at end-users
● Ten participants
● Think aloud experiment
● Semi-structured interview



Results
● Many more problems with SnipPy 

than Flash Fill!
● Specification input had a big effect
● Input modalities
● Correctness and error checking



ALGORITHMIC TRANSPARENCY: 
HOW EXPLANATIONS INFLUENCE 

USERS’ SENSE OF AGENCY IN 
NETFLIX RECOMMENDATIONS

Komal Rathi



RQ - To what extent 
do different 
explanations 
influence users' 
sense of agency 
over their Netflix 
content 
recommendations?

Method:

• Pre-experiment Sense of Agency questionnaire + Interview

• Interactive task: Users manipulate Netflix recommendations 
(rating or add to watchlist)

• Participants received either:
• What: General overview of personalisation
• How: Detailed explanation of how user actions influence 

recommendations

• Post-experiment Sense of Agency questionnaire + interview



Results

Key Findings:
•How explanations led to a significant 
increase in users’ sense of agency
•Users who received the What 
explanation reported minimal change in 
perceived control
•Participants felt more in control of their 
Netflix recommendations after receiving 
detailed explanations of how the 
algorithm works
•Scepticism was present in both groups

Paired T-Test Results:
What: p << 0.001 , t = -6.356
How: p << 0.001 , t = -19.132



Synthesising or Deriving: Evaluating LLMs 
for Abstract Generation
Martin Smolko

P342 – Practical Research in Human-centred AI



Background

• LLM‘s becoming prevalent in academic writing
• Accelerate writing process
• More time for research

• 2 schools of thought
• Start with the abstract - synthesis
• End with the abstract - derivation

• Performance compared to human writing
• Not between the LLM approaches



Methodology

• 8 research papers
• 4 from Computer Science
• 4 from Geography

• 2 types of abstracts
• Derived – full text except original abstract
• Synthesised – minimal key information

• 12 participants
• Writers – papers from the same domain
• Readers – papers from a different domain



Evaluation

• 4 comparisons
• Overall preference
• Writers vs Readers
• CS students vs Geography students
• CS papers vs Geography papers

• Results
• General trend – Derived outperformed Synthesised
• Most are not statistically significant
• Overall preference (p=0.125)



Evaluation continued

• Reader preference
• Statistically significant (p=0.029)
• Unanimous preference in 2 out of 8 papers

• Geography papers
• Almost statistically significant (p=0.059)

• Future work
• Preference of authors on own papers
• Alternative models
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Are CoPilot Errors Harder to 
Debug than Human Errors?

Matthew Simpson



Motivation

- Previous research established that people find it difficult to debug the bugs 
CoPilot produces….. but! 

- This comparison is made against giving users buggy code or not giving them 
any code!

- Sarkar set the ground for a more interesting question….
- Are the types of bugs that CoPilot produces harder to debug than normal 

“Human bugs”.



Defining CoPilot and Human Bugs

- Analysis was done of literature on both…..
- Literature on generic human bugs is quite fine grained… so we look to novice 

programmer literature for definition of patterns. 
- Tambon outlined CoPilot error patterns….
- Albrecht outlined novice error patterns…..
- Some overlap, so refine the categories based on frequency of occurrence…



Experimental Design

- A mixed design was used …
- 2 Tasks were chosen to be of equal difficulty based on prior work….
- Each bug types had several examples…
- Randomly sampled from these examples and injected a relevant equivalent 

into the tasks…
- Measure how long people take to debug the code, defined here as passing 

some number of unit tests….
- Half the participants performed:

- Program type A, bug type 1
- Program type B, bug type 2

- The other half performed:
- Program type A, bug type 2
- Program type B, bug type 1



Results

- Still pending… but! Seems presently that there was no difference between the 
errors…

- Post task interviews yielded some interesting results…
- Which bug type participants found more difficult seems to depend heavily on 

their experience….
- Some participants found that the human errors were more subtle than the 

copilot errors….
- Participants found both types of errors equally comparable in terms of 

difficulty when asked…. 



Evaluating AI Feedback: The 
Impact of User Assessments on 
Logical Discernment
Mmesoma Okoro



Central Question

We aimed to explore if the addition of a 
different form of interactive engagement 
could result in similar benefits through 
similar mechanisms

Making the user evaluate AI feedback with 
a simple thumbs up/thumbs down 
interaction

"Don’t Just Tell Me, Ask Me: AI Systems that 
Intelligently Frame Explanations as Questions Improve 
Human Logical Discernment Accuracy over Causal AI 
Explanations"

● Exploring how AI systems that frame 
explanations as questions improve 
logical discernment compared to 
causal explanations or no feedback

● Inspired by the socratic method
● Found that AI-framed questioning 

improved logical discernment

Study Overview





Literature Review
The original study demonstrated that AI-framed questioning significantly improved 
logical discernment by prompting active engagement, as opposed to passive 
information delivery.

Would mechanisms such as self-reflection, reduction of cognitive bias, and increased 
cognitive load translate to my modified experiment?

Research by Chi (2009) and Chi & Wylie (2014) on the ICAP Framework supports 
the hypothesis that interactive activities result in greater cognitive engagement and 
critical reasoning than passive or active activities



Study Design
Group A - 15 participants
Group B - 15 participants

10 statements

● Group A - Participants receive a causal 
explanation and will have to press the 
confirmation button that they have 
read the AI feedback to move on

● Group B -  Participants receive a 
causal explanation and will have to 
express agreement (thumbs up) or 
disagreement (thumbs down) on 
whether they think the AI feedback’s 
reasoning is accurate to move on





Results
No significant difference in logical discernment accuracy - (Group A 74.14% vs 
Group B 83.87%) - Small effect size - Group B was more proficient in identifying 
invalid statements, with an accuracy of 90.32% versus 74.19% in Group A.

Statistically significant - Group A perceived information as more sufficient - (Group 
A 4.38 avg vs Group B 3.61) - aligns with original study - medium effect size

The correlation between reported confidence and accuracy was significantly positive 
overall (r = 0.277, p = 0.002). This correlation was notably stronger in Group A (r 
= 0.426, p = 0.001) compared to Group B (r = 0.125, p = 0.350) - medium 
effect size



Thank you...



CLOSING THE 
EXPERIENCE GAP
Examining the Strengths and Flaws of Interpretable Program Synthesis

Rachel Tam (wyrt2@cam.ac.uk)



BACKGROUND

● Traditional program synthesis software often operate 
like a black box - difficult to recover from synthesis 
failure

● Zhang et al. published the Interpretable Program 
Synthesis study - PBE system for regex generation

● Interpretability by providing different representations 
of the underlying synthesis process to help support 
users in problem solving tasks

● Found some evidence of reduced cognitive load

● Unexpectedly little difference between performance 
of novice and experienced users



Study Effect on 
Experience Gap

OBJECTIVES OF THIS 
REPLICATION STUDY

The original study found marginal 
difference in performance between 
novices and experts, attributing it 
to the potential of interpretable 
synthesis in closing the experience 
gap. We hypothesise that this was 
actually due to the flaws of the 
interface slowing experts down.

Zhang et al. found no evidence of 
improved performance, but found 
interpetable synthesis led to lower 
levels of frustration and mental 
effort, as well as increased 
perception of success. 

Confirm Effects on 
Problem Solving 
Capability 



METHODOLOGY
● We recruited 14 participants of various experience 

levels

● All are required to watch a briefing/tutorial video 
before experiments

● Each participant are given one regex task to do with 
the interpretable synthesiser and one with a 
traditional black box synthesiser

● Tasks are assigned in random order, with one more 
challenging than the other

● Each task followed by NASA TLX evaluation

● Each experiment session followed by survey on 
preference between the interfaces



RESULTS: 
PART 1
● No evidence for performance improvement

● No evidence for reduced cognitive load (reduced 
frustration only for more challenging task)

● Overall preference for interpretable interface, 
specifically for the search tree feature



RESULTS: PART 2
Novice Experienced

Traditional Interpretable Traditional Interpretable

Task 1 0/1 0/7 1/5 1/1

Task 2 5/7 1/1 1/1 4/5

Overall 5/8 1/8 2/6 5/6

No significant evidence that interpretable synthesis reduced experience gap in 
terms of task success



DISCUSSION

● Majority of participants 
reached answers before 
synthesiser

● More human-centric 
features that allow users 
to enter their hypothesis 
for consideration would 
be more useful in 
real-world scenarios.

● Lots of confusion 
regarding syntax

● E.g. concat(<a>, <b>) vs 
concat(startwith(<a>, <b>)

● Better visual 
representation may help 
disambiguation and 
reduce mistakes

● Search tree is top-down, 
human reasoning do 
better building up from 
smaller components

● Need features e.g. for 
including specific 
sub-expressions to 
support task 
decomposition

Need for direct 
testing of user 
hypotheses

Better visual 
representation 
of program 

Support for 
decomposition of 
tasks
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Source: Morgan Stanley, UBS, as of February 2023 [1]



Source: New York Times, Sept 2024 [2]



“How Can Companies Monetize These
Tools Without Alienating Users?”
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Methodology

Within subjects study with 16 participants on two AI agents (LLMs): With and Without Ads.
Participants engaged in semi-structured tasks designed to reflect common, everyday use
cases of LLMs: Cooking, Travel planning, Health and wellness advice, Education and
Curiosity and Entertainment over 5 days.

“SUBTLY integrate advertisements into the conversation in a way that
maintains the natural output and engagement. Incorporate PLAUSIBLE
FICTIONAL BRAND NAMES to ensure authenticity. Integrate NO MORE THAN
TWO ADs during a conversation of 5-10 exchanges. AVOID consecutive
appearances. Ensure ads are CONTEXTUALLY RELEVANT to the user’s query
and match the tone and style of the conversation. D NOT DISPLAY THE
SAME AD AGAIN during the conversation”



Data Collection

Participants interacted with two AI
assistants (one with ads, one
without ads) for 5 minutes each
daily.
Randomized order ensured balance
across conditions.
A brief post-interaction survey
captured perceptions on
helpfulness, satisfaction, trust,
confidence, engagement, and
understanding.



Results

Figure: Impact of advertisements on user perceptions across activities. Bars represent the average
difference (Ad - No-Ad) for each metric. Positive values indicate improvement with ads, while negative values
indicate a decline.



Post Study

Debriefing:
Participants were informed about the study's aim to explore user perceptions of advertisements
in AI assistant responses.
The presence of embedded advertisements during the study was disclosed.

Final Feedback: Participants were asked about:
Awareness of advertisements: How quickly and accurately they identified ads during interactions.
Overall preferences: Opinions on ad integration across different activity types (e.g., cooking,
travel, health, education, entertainment).



Results

Figure: Daywise distribution of participants noticing ads.

13 out of 16 participants explicitly noticed ads over 5 days.



Results

Figure: Participant feedback on the overall impact of advertisements across different activities.
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Thinking Outside the Box: Examining the 
Impact of Generative AI on the Social 
Dynamics of Collaborative Ideation



Overview & Motivations

● Original paper - AI as Social Glue: Uncovering the Roles of Deep Generative AI 
during Social Music Composition

● Application to the field of creative ideation for innovation

● Alternative tool to be used: Whimsical AI



Method - Experimental Procedure



Method - Data Analysis



Results: The Roles of AI in Social Collaboration
● AI as a force for shifting divergent and convergent thinking patterns

○ Observed the tendency of AI to become the primary driving force behind divergent thinking, shifting the 
dynamic between the human participants towards collaborative convergent creativity

● AI as a facilitator for creating common ground
○ Observed how the use of AI replaced the need for participants to use references to familiar technologies 

in order to establish a point of shared context from which to build together.

● AI as an enabler for constructive criticism
○ Having a third “team-mate” who couldn’t take offence to criticism invited the participants to more openly 

voice critical perspectives, facilitating the introduction of these into the rest of the discussions.



Voluntary or Incidental?

SOPHIE CLAXTON

Does the Specification Process Effect the 
Learnability of Program Synthesisers by 

Novice Programmers



Original Study
“Exploring the Learnability of Program Synthesizers by Novice Programmers”

Voluntary Specification

Incidental Specification

Observation:

Participants faced more learnability barriers 
when they had to use a voluntary specification.

users are required to engage in a separate process to produce a specification

a specification is derived as a byproduct of normal non-synthesis tool use



The Study

First Synthesiser

• First Task

• Second Task

• NASA TLX Survey

Second Synthesiser

• Third Task

• Fourth Task

• NASA TLX Survey

Semi-Structured Interview

Completion Rate, Time Taken, Workload
Measures:

LooPy: Voluntary Specifications

CoPilot: Incidental Specifications

RQ: “Do program synthesisers with incidental specifications have better learnability?”



Results

• Completion Rate significantly higher 
for CoPilot 
(Sign Test, p=0.00098)

• Average Task Time significantly lower 
for CoPilot 
(Paired t-Test, p=0.0047)

• Overall workload significantly lower for 
CoPilot 
(Paired t-Test, p=0.0065)

• Largest effects in Temporal Demand, 
Performance, and Effort


