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* How can we write the distribution of the parameters estimated by MLE for
N—>+o0 ?

... keep the central limit theorem in mind ...



Central limit theorem
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* How can we write the distribution of the parameters estimated by MLE for
N—>+o0 ?
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The ML estimate is related to the sum of random variables




| tossed four coins
and got one head.

Using a Bin(n, p) model, | estimate
the probability of heads is p = 25%

| tossed twelve coins
and got three heads.

Using a Bin(n, p) model, | estimate
the probability of heads is p = 25%

But surely, the more data we

have, the more confident we
should be!




“This is a HOmph speed
imit, with probability 98%.

N _/
N

Neural networks tell us
probabilities, but they don’t
tell us their confidence.

No one has worked out how
to extract confidences from
neural networks. But, in
Bayesian statistics, we do
know how to ...



Bayes’s rule

Data from a population sample of 100,000 people:

test +ve test -ve
gotCOVID | 376 24
notgotCOVID | 996 98,604

What are these probabilities?
= [P(have COVID | test +ve)
= [P(have COVID | test —ve)

Let’s rewrite this data as a probability model:

Let X = 1phave covip and let Y = liegttve

X ~ Bin(1,0.004)
if X == 1:

Y~ Bin(1, 0.94)
else:

Y~ Bin(1,0.01)

PX=1|Y=1)
CPX=DPY=1]X=1)
B P(Y = 1)

B 0.004 x 0.94
"~ 0.004 X 0.94 + 0.996 x 0.01




Credits: IEEE GRSS Data Fusion contest 2018



Thomas Bayes (1701-1761)



For two discrete random variables X and Y,
P(X =x)P(Y =y|X =x)
P(Y =y)

P(X =x|Y =y) = when P(Y =y) > 0

For two discrete or continuous random variables X and Y,

Pry(x) Pry(y|X = x)
Pry(y)

Pry(x|Y =y) = when Pry(Y) > 0



Recap
Marginal Probability

= |tisthe probability of an event irrespective of any other factor/event/circumstance. Basically,
you ‘marginalize’ other events and hence the name. It is denoted by P(A) and read as
“probability of A”.

Conditional Probability

= Conditional probability is when the occurrence of an event is wholly or partially affected by
other event(s). Alternatively put, it is the probability of occurrence of an event A when an
another event B has already taken place. It is denoted by P(A|B) and read as “probability of A
given B”.

Joint Probability

= Joint probability is calculated when we are interested in the occurrence of two different events
simultaneously. It is also often referenced as probability of intersection of two events. It is
denoted by P(A, B) and read as “probability of A and B”.



Joint distribution §5.1

def rxy():
x = np.random.randint(low=-5, high=6) -5 _to #5
y = np.random.binomial(n=6, p=(x/6)**2)

return (x,y)

. -
A‘f‘""’f‘m'Per' § x21Y _(x¥ -3
The joint pmf of (X,Y) i fP(K"x) E)(y:yh(:x) = T{" x ('3) [(E)J [‘ 6)]

PrX,Y(xry) =P(X=le=y) -

Code to plot the joint pmf
xy_samp = [rxy() for _ in range(1000)]
plt.hist2d(xy_samp)



Marginal random variables

def rxy():

0:05- x = np.random.randint(low=-5, high=6)
y = np.random.binomial(n=6, p=(x/6)*x2)
0.00 -

return (x,y)

7 &

4 -2 0 2 4 0.00 0.25

The joint pmf of (X,Y)

Pryy(x,y) =PX =x,Y =) The marginal of Y
Pry(y) =P(Y =y)
:Z PX =x,Y=y)
X
= Z Pryy(x,y)
X
Code to plot the joint pmf Code to plot the marginal pmf
xy_samp = [rxy() for _ in range(1000)] y_samp = [y for (x,y) in xy_samp]

plt.hist2d(xy_samp) plt.hist(y_samp)



Conditional random variables

return (x,y)

VoL
X conditionalonY =3
_ _ _ ]P)(X = x,Y = 3) _ Prxly(x, 3)
PE=xIV=3) == =5 = "pr,3)
6.7
priz i.e. take the Y=3 row,

then rescale it to sum to 1

0.2 def rxy():
0.1 x = np.random.randint(low=-5, high=6)
0.0 -

y = np.random.binomial(n=6, p=(x/6)**2)

We can think of “X conditionalonY = 3”
as a random variable ...

We’ve provided a valid probability mass function:

PmE Y20 S peh (=L

of
Sample space: ﬂ = g"'sl -4 ‘;AJ,IE%( x.

Code to generate values from it:

def rx_given_y(): def rx_given_y():
while True: Q={-5,...,5%}
x,y = rxy(Q) p = [pmf(x) for x in Q]
if y == 3: break return np.random.choice(Q, p=p)

return X



Conditional random variables §5.1

0.2 1 def rxy():

i x = np.random.randint(low=-5, high=6) @ ~U [or’J
il y = np.random.binomial(n=6, p=(x/6)**2)

' return (x,y)

A —— X ~ Bin (4, 9)
0 n
e
X

We define the conditional random
variable, written (X|Y = y), by

specifying its likelihood: T“fg’gﬂ;ﬁ:fﬁ wt prf

g Pray (oY) )| el
Fx|y=y) (x) Pry (y)
def rx_given_y():

ooty waltben (. (x| Y =Y) Y

return np.random.choice({), p=p)
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The quality of the analysis (and of the statistics) depends on

the quality of the data and of the design choices we make



Why this is not a good choice?

Credits: IEEE GRSS Data Fusion contest 2018






Recall: pdf and cdf for continuous random variables

Definition of continuous RV

Continuous random variable
A random variable X is continuous if there is a probability density

function (PDF), f(x) > 0 such that for —oo < x < oc: H H
b For a continuous random variable X
P[angb}:bL f(x)dx xz
To preserve the axioms that guarantee that P[a < X < b]isa ( ) —
probability, the following properties must hold: ]:FD xl S X S xz - PrX x dx
0<Pla<X<b]<1 X=X1
Pl-co< X <o [ d
Pry(x) = —P(X < x)
= Note: we also write f(x) as fx(x). dx
= In continuous world, every RV has a PDF: its relative value wrt to other
possible values.
= Integrate f(x) to get probabilities.
Intro to Probability Continuous random variables
Joint Distributions of Continuous Variables
Definition . . .
Random variables X and Y have a joint continuous distribution if for For a pa I r Of CO ntl n uous ra ndom Va rla ble X a nd Y

some function f : R2 — R and for all numbers a; < b; and a; < by,

X2 Y2
Pl sxsoasvnl [ [Ty mo P(x; <X<x; and y; Y <y,) = j j Pryy(x,y) dx dy
X=X1YY=Y1
02

The function f has to satisfy f(x,y) > 0 for all x and y, and
72 [72 f(x, ¥)dxdy = 1. We call f the joint probability density.

—00 u

PI‘X’y(X, y) = m [P)(X <xandY < y)

As in one-dimensional case we switch from F to f by differentiating (or integrating):

F(a,b):'/;a_ /j_‘f(x.y)dxdy and  f(x,y) —




Joint distri

1.01

0.5 A
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oution and marginals (continuous case)
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The joint pdf of (X,Y)

Pryy x,y)

def rxy():
x = np.random.uniform(-1,1)
y = np.random.normal(loc=x**2, scale=0.1)

The marginal of Y

Pry(y) :J Pryy(x,y) dx

X




Conditional random variables (continuous case)

0.6 1
0.4 1
0.2 1 ,
ool A4 def rxy():
125 x = np.random.uniform(-1,1)
1,00 y = np.random.normal(loc=x**2, scale=0.1)
0751 - return (x,y)
y 0.50 -1
0.25 A
0.00 A
—0.25 1
-1 0
X

We define the conditional random variable
(X|Y = y) by specifying its likelihood:

Pryy(x,y)
Pry(xl¥ =y) = =0 °o5




Bayes’s rule

- | e L
sl P | [
- = P (
Prx (> l\/:j) = w\ Pf‘y (j {’L-"‘) <y (%))
P, &) Pr, (=)
e elveg)= Py b . P Py e
S 0) Pr, ()

Bayes’s rule is true for any pair of random variables X, Y.
It’s only useful in “sequential models” i.e. when the question tells us Pry(x) and Pry (y|X = x).



For two random variables X and Y,

Pry (x) Pry (y|X = x)

when Pry(y) > 0
Pry(y) Y

Pry(x|Y =y) =

In practice, we use it as
Pry(x|Y = y) = k Prx(x) Pry(¥|X = x)

x)
P‘}xw-y)

. Pt () dx =
then figure out k sothat Pry (- |[Y =y) @ ¢ thf J (X(vey)

is a legitimate likelihood function



Exercise 5.2.1
Consider the pair of random variables (X,Y) generated by

def rxy(o):
X = np.random.uniform(-1,1)

y = np.random.normal(loc=x**2, scale=0)
return (x,y)

Or, in maths notation,
X ~U[-1,1], Y ~ N(X2,0%)
3

Calculate Pry(x | Y = y).

Pry(x) = 'é' 5 hee K“ut-l"] _:,EF:‘L,:r

- (}/“"’z)z/zo—Z
Zosr € .
' _ (5-.::“3 /Zrz
(PrX(xI,/ =y)=kPry(x) Pry(y|X =x) = K 17: ‘EFG‘
_(7'12)‘/20"‘ e ' ey X barms

f.mchwé[r x .
! e ‘(xz'j')z /26-2 fo remcud me e = i(’"d\"‘" * X,

-k






s it always the best choice?



Hint

Try to perform classification on a dataset used to determine whether a
landslide is occurring or not



	Slide 1: RICE CRUMB #3 – v2.0
	Slide 2: Central limit theorem
	Slide 3: Central limit theorem
	Slide 4: RICE CRUMB #3 – v2.0
	Slide 5
	Slide 6
	Slide 7: Bayes’s rule
	Slide 8
	Slide 9
	Slide 10
	Slide 11: Recap
	Slide 12: Joint distribution
	Slide 13: Marginal random variables
	Slide 14: Conditional random variables
	Slide 15: Conditional random variables
	Slide 16
	Slide 17
	Slide 18
	Slide 19
	Slide 20
	Slide 21
	Slide 22: Recall: pdf and cdf for continuous random variables
	Slide 23: Joint distribution and marginals (continuous case)
	Slide 24: Conditional random variables (continuous case)
	Slide 25: Bayes’s rule
	Slide 26
	Slide 27
	Slide 28
	Slide 29
	Slide 30: Hint

