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Image from: https://medium.com/@manasim.letsnurture/rise-of-wearables-and-future-of-wearable-technology-1a4e38a2fbb6, 

https://towardsdatascience.com/training-deep-neural-networks-9fdb1964b964

The widespread of mobile and wearable devices The power of machine learning and deep learning models

Automated health monitoring and diagnostics



CHALLENGES

DL models are data hungry

• Transfer learning

• Reduce the need of training data

• Semi-supervised and self-supervised learning

• Reduce the need of annotation 



GENERATIVE AI
Generative artificial intelligence (generative AI, GenAI or GAI) is artificial intelligence capable of generating text, 

images or other data using generative models. Generative AI models learn the patterns and structure of their 

input training data and then generate new data that has similar characteristics.

Image from: https://medium.com/@jordi299/about-generative-and-discriminative-models-d8958b67ad32



• Data generation model 

• VAE, GAN, Diffusion

• Examples 

• Transformer based generative model

• Framework

• Examples

• Foundation model for bio-signals

• Examples



Generative model - VAE

Pinheiro Cinelli, Lucas; et al. (2021). "Variational Autoencoder". Variational Methods for Machine Learning with Applications to Deep Networks



Generative model - GAN

Xu, Dongdong, et al. "Infrared and visible image fusion with a generative adversarial network and a residual network." Applied Sciences 10.2 (2020): 554.

real

fake

Train iteratively: 

• Step 1: Freeze D(x) to update G(z)

• Step 2: Freeze G(x) to update D(x)

Generation: 

• Step 1: Sample z

• Step 2: Use G(z) to generate p

 



Generative model – Diffusion Models

Ho, Jonathan, Ajay Jain, and Pieter Abbeel. "Denoising diffusion probabilistic models." Advances in neural information processing systems 33 (2020): 6840-6851.

• Forward diffusion process: Iteratively inject given noise to the data

• Reverse diffusion process: Intractable but can be approximated by a UNet



Generative model – Diffusion Models

Sora (openai.com)

https://openai.com/sora?ref=aihub.cn#capabilities


Image from: https://medium.com/@marija.jegorova/a-quick-dive-into-diffusion-models-part-1-fundamentals-of-the-ddpms-4de1304d7b6f

A comparison

• Data quantity augmentation:   enabling more data samples for downstream tasks

• Data quality enhancement: 

• Removing noise/artefects 

• Imputing the missenses in the data

• Privacy-preserving data sharing

Recommend reading: Cao, Hanqun, et al. "A survey on 

generative diffusion models." IEEE Transactions on 

Knowledge and Data Engineering (2024).



Aristimunha, Bruno, et al. "Synthetic Sleep EEG Signal Generation using Latent Diffusion Models." NeurIPS 2023 Workshop DGM4H. 2023.

Example 1 : Diffusion model-based EEG generation

Temporal dynamics reconstruction Spectral feature similarity

FID: Fréchet Inception Distance  



TRANSFORMER 
BASED 
GENERATIVE 
MODEL



Transformer

Vaswani, Ashish, et al. "Attention is all you need." Advances in neural information processing systems 30 (2017).

What is Attention?



Generative pre-trained Transformer (GPT)

Radford, Alec, et al. "Improving language understanding by generative pre-training." (2018).

Stage I: Unsupervised pre-training

Stage II: Supervised training

Large-scale unlabelled data

Small-scale labelled data

Model size is important!



Emergent abilities of large language models (LLMs)

Wei, Jason, et al. "Emergent abilities of large language models." arXiv preprint arXiv:2206.07682 (2022).



Fine-tuning LLMs
A key to success of ChatGPT

MHA: multi-head attention

FFN: feed-forward network 

Fine-tuning the entire model is not practical for most applications

Zhao, Wayne Xin, et al. "A survey of large language models." arXiv preprint arXiv:2303.18223 (2023).



Example 2: Medical large language models

Singhal, Karan, et al. "Large language models encode clinical knowledge." Nature 620.7972 (2023): 172-180.



HOW DO LLMS PERFORM ON 
MOBILE HEALTH TASKS? 



Example 3: Large language models are few-shot learners

Liu, Xin, et al. "Large Language Models are Few-Shot Health Learners." arXiv preprint arXiv:2305.15525 (2023).



Example 4: Large language models are few-shot learners

Liu, Xin, et al. "Large Language Models are Few-Shot Health Learners." arXiv preprint arXiv:2305.15525 (2023).



Spathis, Dimitris, and Fahim Kawsar. "The first step is the hardest: Pitfalls of representing and tokenizing temporal data for large language models." arXiv preprint 

arXiv:2309.06236 (2023).

❑Tokenizer for natural language

Q: HOW TO REPRESENT 
TEMPORAL DATA?



Example 4: Time-LLM: Time series forecasting by reprogramming large 

language models

Jin, Ming, et al."Time-llm: Time series forecasting by reprogramming large language models. ICLR 2024



IS THERE ANY 
PHYSIOLOGICAL DATA SPECIFIC 

FOUNDATION MODEL? 



Example 5: Large-scale training of foundation models for wearable bio-signals

Salar Abbaspourazad, Oussama Elachqar, Andrew Miller, Saba Emrani, Udhyakumar Nallasamy, Ian Shapiro. "Large-scale training of foundation models for wearable 

biosignals.“ICLR 2024

Data used to develop this foundation model

#Parameters: 3.3M for PPG and 2.5M for ECG



Salar Abbaspourazad, Oussama Elachqar, Andrew Miller, Saba Emrani, Udhyakumar Nallasamy, Ian Shapiro. "Large-scale training of foundation models for wearable 

biosignals.“ICLR 2024

❑ SSL training: ❑ Results on downstream tasks:

Example 5: Large-scale training of foundation models for wearable bio-signals



SUMMARY

Limited labelled data is an obstacle for high-performing DL 

• Now we have:

• Data generation models for data augmentation

• Pre-trained large (language) models for downstream 

tasks

• SSL-empowered foundation models for bio-signals

• Open questions:

• Evaluation of fine-tuning methods and the foundation 

models and on mobile health applications

• Multi-modality foundation models…



FUTURE

Digital health twin

LLMs for health reasoning



THANK YOU!

Tong Xia

tx229@cam.ac.uk
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