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NLI

p (premise) h (hypothesis) ?

Exhausted looking firemen are 
walking.

Firemen are walking. Entailment

A man walking proudly down the 
street.

The man is part of the gay pride 
parade.

Neutral

Two ladies are reading through 
binders.

The girls are watching a movie. Contradiction

SNLI (Bowman et al., 2015)



Existing datasets

• Stanford Natural 
Language Inference 
Corpus

• 570k pairs of sentences

• Written by humans, 
labelled by humans

Corpus Size Natural Validated

FraCaS 300 - Yes

RTE 7k Yes Yes

SICK 10k Yes Yes

SNLI 570k Yes Yes

DG 728k -

Levy 1,500k

PPDB 100,000k -

Bowman, Samuel, EMNLP, 2015



Coreference

Bowman et al., 2015



Process

Bowman et al., 2015



Validation

Around 10% of data were validated by 4 
more annotators

Bowman et al., 2015

Rate of agreement is extremely high -> 
corpus is sufficiently high quality to 
pose a challenging but realistic task



Model Results

Bowman et al., 2015

Lexicalised classifier Sentence embeddings



Issues

• Captions

• Short sentences

• Lexicalised and unigrams

• Aggregate performance into accuracy

• No world knowledge; word embedding and senses

• h shares focus with p

• Validation



Validation?

p h ? (e, n, c)

A young woman with long orange 
hair is sitting on a city bench.

A young woman is sitting on a 
bench in the park.

Undecidable (2, 2, 1)

Two elderly men having a 
conversation, snow covered grass 
in the background.

The men are drinking coffee and 
having some cookies.

Contradiction (0, 2, 3)

two people working in water next 
to field

Two people are planting rice. Neutral (0, 3, 2)

A man in red stands with his child 
at the beach.

A man wearing red standing with 
his child at a beach overlooking the 
ocean. 

Neutral (2, 3, 0)

Man wearing black t-shirt sitting at 
a computer desk.

The man is working on the 
computer.

Entailment (3, 2, 0)

SNLI (Bowman et al., 2015)



Development

• MNLI (Williams et al., 2018) 

• Transformer based models (see BERT Devlin et al., 2018; RoBERTa Liu 
et al., 2019, etc.)

• Evaluation metrics (see GLUE Wang et al., 2019)
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