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XAl's roots

(Way back in humanities & social sciences)

Mycin: Is Meningitis a hospital acquired iliness?
Doctor: why?
Mycin: [2.0] this will aid in determining the orgamisms that might be causing the

infection
It has already established
o 1 9 705/ 1 9 805 . EX p e r‘t Syste m [2.1] the infection that requires therapy is meningitis
' [2.2] organisms were not seen on the stain of this pending csf culture
1 [2.3] the type of infection is bacterial
ex p | an at 10NsS [2.4] neurosurgery is not one of the relevant items of patient 100

[2.5] the age of patient 100 is greater than 25

therefore if [2.6] the infection was acquired while the patient was in hospital then
there is evidence that the organisms that might be causing the infection are E
coli(0.75) staphylococcus-coag-pos(0.3) pseudomonas-aeruginosa(0.3)

. : klebsiella- iae(0.5
* 1990s/2000s: Growth of machine ol bnemoniac(:)
. Mycin: The following rules concluded about the likelihood that the type of the
|ea Nni ng infection is bacterial:

[2.7] RULE148 (0.19)
[2.8] RULES500 (0.51)
[2.9] RULE501 (0.95)
[3.0] RULE502 (0.97)

* 2016: DARPA XAl programme Phve

0.97)
[3.3] RULE524 (0.98)

Py



Motivation

Model understanding is absolutely critical in several domains --
particularly those involving high stakes decisions)!




Motivation: Why Model Understanding?

Input

Model understanding

facilitates debugging

{ Predictive ] > Prediction = Siberian Husky

Model ﬂ




Motivation: Why Model Understanding?

Defendant Details

A
Model Understanding
Model

understanding

Race

Crimes

facilitates bias
detection

Gender |

{ Predictive A > Prediction = Risky to Release

Model




Motivation: Why Model Understanding?

Loan Applicant Details
A
Model Understanding

(@ ) Model understanding helps
Imeeess Sl o provide recourse to
50K + pay credit _ o
card bills on time individuals who are affected
for next 3 months ..
to get a loan by model predictions

v G )

Predictive > Prediction = Denied Loan
Model




Explainability versus Interpretability

* Explainability = ability of an Al system to explain itself

* Interpretability (or intelligibility) = ability of a user to build an appropriate
mental model that guides interaction with the Al system
* Understanding of how the system works
* Being able to use the system successfully
* Being able to "trouble-shoot’ system and fix ‘mistakes’

* Are some algorithms (e.g. decision trees) naturally interpretable?



Mental Models

* A mental model is kind of internal representation in someone's
thought process for how something works in the real world

* Based on meaning, understanding and experience

e Users build mental models to guide how they interact, behave or fix
things when they go wrong

[Norman 1983, Johnson-Laird 1983]



Different stakeholders = different
explanations?

* End users / lay users (e.g. loan applicants)

* Decision makers / domain experts (e.g. doctors, judges)
* Regulatory agencies (e.g. FDA, European commission)

* Researchers, developers and engineers



Explanation content versus explanation
poresentation/style

e Keep apart what information is transmitted in an explanation versus
its form and presentation

e E.g. based on a model it is often possible to extract the probability
that the Al is assigning to a prediction of belonging to a certain class
i.e. its decision confidence

0.67341
67% Accept / 33% Reject

9

| think it’s a little bit
more likely that this
application should
be accepted.




Intelligibility types
 What did the system do?

* Why did the system do W?

* Why did the system not do X?

 What would the system do if Y happens?

* How can | get the system to do Z, given the current context?



Lots of work to make ML transparent

[Molnar 2022]

* Simplest: | give you the source code of the model

* Next simplest: | give you a representation of the model

* Exposing the model (global explanation)

* Exposing (combination of) features that contribute to a decision (local
explanation)



Explanatory debugging principles

[Kulesza et al. IUl 2015]

* Explanations should be

* |[terative
e Sound = Faithful
 Complete

* Don’t overwhelm



Explanation styles and feedback

* What explanation styles do end-users

prefer?
[Stumpf et al. IJHCS 2009]

Email message 56

From:briant.baker@enron.com;
To:daren.farmer(@enron.com;
Sent time:2006:1:18 8:26:41

7
'WM Resumes
Subject:re: boat

I checked d@d itis 17 ft, 7 in. long, it is a Capri model # 1750CH, it has @fm ca\g.)Thc
motor is 3.0L MerCruiser Alpha Stemdrive (135 hp)

Here's why:-
The reason the system thinks that this email message belongs (o folder “Resumes™ is because it
found the following top 3 words in the email message:

1. long

2. cbcckc
ﬁ cuu%n.fnma@emon,com;

But if the following words were not in lhc message, it would be more sure that the email message
really goes here. = y




Explanation styles

Keyword

Personal
From: buylow@houston.rr.com
To: |. farmer@enron.com
Subject: life in general

Good aed - where do vou find time for all of that? You should w...

By the way, what is your new address? | may want to come by ...
your work sounds better than anything on TV.

You will make a good trader. Good relationships and flexible pri...
a few zillion other intangibles you will run into. It beats the hell o...
other things.

I'll let you be for now, but do keep those stories coming we love...

Rule

Similarity

The reason the system thinks that this email message belongs fo
folder “Personal” is because it found the following top 5 words in the
email message:

1. ill

2. love
3. better
4. things
5. god

But if the following words were not in the message, it would be more
sure the email message really goes here.

1. keep

2. find

3. trader
4. book

5. general

From: toni.graham@enron.com
To: daren.farmer@enron.com
Subject: re: job posting

Daren, is this position budgeted and who does it report to?
Thanks,
Toni Graham

The reason the system thinks that this email message belongs to
folder “Resume” is because the highest priority rule that fits this
email message was:

* Put the email in folder “Resume” if:
It's from toni.graham@enron.com.

The other rules in the system are:

+  Put the emalil in folder “Personal” if:
The message does not contain the word “Enron” and
The message does not contain the word “process” and
The message does not contain the word “term” and
The message does not contain the word “link’.

+ Put the email in folder “Enron News” if:
No other rule applies.

Message #2

From: 40enron@enron.com

Ta: All ENW employees
Subjectenron net works t&e policy
From: Greg Piper and Mark Pickenng

Please print and become familiar with the updated ENW T&E P ...
business-first travel, with supervisor approval, for international fli....
Mexico). Supervisors will be responsible for making the dacision...

If you have any questions about the policy or an expense not co..

Costello.

Wowl The message is really similar to the message #3 in "Resume”
because #2 and #3 have important words in commen.

Message #3

From: toni.graham@enron.com

To: lisa.csikos@enron.com, nta.wynne@enron.com,
daren farmer@enron.com

CC: renda_herod@enron.com

Subject: confirming requisitions.

Confirming the open requisitions for your group. If your records
indicate otherwise, please let me know.

Lisa| Csikos 104355, 104001
Rita Wynne 104354

Daren Farmer 104210

Mike Eiben 104323

Pat Clynes 104285

The posting dates have all been to reflect a current
nostinn date




Results

* Explanation styles:
e Rule-based best understood

» Keyword-based also good but negative weights problematic (absence
of features)

* Serious understandability problems with Similarity-based
* No clear overall preference, very individual



Local explanations



LIME: Local Interpretable Model-Agnostic
Explanations

* Explains important feature that
led to a decision

e Uses a post-hoc explanation on a
simplified model

* Another popular method which
outputs feature importances:
SHAP

[Ribeiro et al. KDD 2016]



Saliency Maps

Input
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But beware: “explanation” might be misleading

[ Model parameter randomization test }

Cascading randomization
from top to bottom layers
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https://arxiv.org/abs/1810.03292

Prototypes/Example

o Use examples (synthetic or natural) to explain individual predictions

o ldentify instances in the training set that are responsible for the prediction of a
given test instance

o ldentify examples (synthetic or natural) that strongly activate a function (neuron)
of interest



Counterfactual Explanations

What features need to be changed and by how much to flip a model’s prediction?

- 5 g b ~
e, Pl A8k S5 AE
/ \a ) £

= |

= Crested Auklet ¢’= Red Faced Cormorant

[Mothilal et al 2020]



Counterfactual Explanations

Predictive
Model

Applicant

Loan Application ‘ .
Deny Loan -

. | Counterfactual Generation
Algorithm

Recourse: Increase your salary by 50K & pay your credit card bills on time for next 3 months



Global explanations



Representation Based Explanations

%@ - - o

How important is the notion of “stripes” for this prediction?

[Kim et. al., 2018]



Representation Based Explanations: TCAV

Examples of the concept “stripes”

Eullls E=
ti@é@@

Random examples

/

Train a linear classifier to separate
activations

The vector orthogonal to the decision boundary
denotes the concept “stripes”

Compute gradient w.r.t. this vector to determine
how important is the notion of stripes for a prediction

f’/ . RI} — RI?I

/I/_;,, :R™ - R

B Kt class



Model Distillation

vl, v2

/ vi1, vi2

Data

Label 1
Black Box Label 1

Model

Label 2

Model
Predictions

— { Explainer }—>
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\_

Simpler, interpretable model
which is optimized to mimic
the model predictions

~
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Model Distillation Using Generalized Additive Models
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Kulesza et al. IUlI 2015

Why Hockey?

Mot T annomges > I sewcn suney o

Folders Mgﬁgges in the Unknovm folder Part 1.' lmportant WOI‘dS
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(1130 ) o
ST Res Playolt Predictions Hockey 9% e o . ds about Baseball
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3306 Pk Ky and Conan W Hoder 9 o4 maswokcing the utro e about (@ ti ge r\.
508 Re: My Predictions For 1993 Basebal  64% 4 >(s there 30me cuttom to throw in Detroa!
- basebalPockey | baseball hockey stanle |
w A 9312 Re: NML Team Captaing Swcbal &% A Risalong Juck Redwing's adition 10 throw an cctopus
(< N
correct preditions 3316 nm Basebal  63% A ::onmnw;w,m,mmﬂf,:‘::mzu stanley tiger A J
: Re: Octopus in Detror? Hoduey % the cup 0 3 games. A 1ot handet 50 theow one rom Joe Louts seats
Prediction totals 5339 Sparky Asdersom Gees win #2000, Tigers baat A's  Basedal  99% than from the cAj Otymple belcony. though A R The difference makes the computer think this message is 2.3 times more
Hockey 218 W FUT e Gowle masks s Furniest | ever saw was TG tans threw one on the teid - likely to be about Hockey than Baseball.
L s 1 | S i e
I Y »n Re: Wisning Streaks m 3% incredulous when | recogaized the ociepus BEFORE the camers dosesp &
"Sunley‘ T Ropn Basebal  64% A
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S Res Candestick Park experience Jongl Basebal 9% -
33 Rer Notes on Jays va. ndians Seres % Part 2: Folder size
&34 Re: When dis Dodgers mave from NY to LA? (SN 53%
= = = The Baseball folder has more messages than the Hockey folder
£ Re: Hockey and the Hapanc community Hoduey 9N

Hockey:

L9649 Re: Yooi.isens

Important words

Baseball:

These are off of the words the compater uied fo mate its o

| Lah

bl canadan

The difference makes the computer thinks each Unknown message is 1.1
times more likely to be about Baseball than Hockey.

YIELDS

67% probability this message is about Hockey

ASS 3 tew word oe phease

Combining ‘Important words' and ‘Folder size’ makes
the computer think this message is 2.0 times more likely
to be about Hockey than about Baseball.

Importance

baseball bill canadian dave david hockey player players




Study setup

e 77 participants split into two groups: 40 usinE EluciDebug, 37 using a version
without explanations and advanced feedbac

e 20 Newsgroup data set (Hockey and Baseball): initial system training on 5
messages for each subject, 1850 unlabeled messages to sort

* 30 minutes to “make the system as accurate as possible”

* Measures: accuracy, amount of feedback given, mental model scores, perceived
workload

* Multinomial Naive Bayes, retrained after every feedback



Results

* More accurate system accuracy with less effort
e 85% for our system versus 77% without explanations at end of study

* Made adjustments to 47 messages while without explanations had to label
182 messages

e With better understanding
* 15.8 mental model score versus 10.4
* The more you understand, the better you can make the system

e Do not overwhelm
e No difference in workload measures



Al explanation design

e Need to know who the user is
o Global or local explanations or both?

o Global explanations
o How the model works
o The accuracy of the model

o Important features
o Local explanations

o Important features for this decision
o Decision confidence



Designing for Intelligibility

Understanding People

How People should Reason and Explain I

the best of our
knowledge?

What can be
explained?

What does an
expert mental
model of the
system look like?

currently make
sense of the
system?

What is the user
mental model of the
system based on its
current UI?

How does it differ
from the expert
mental model?

[Eiband et al. Ul 2018]

components of the
algorithm do users
want to be made
transparent in

the UI?

To what extent are
users actually
interested in the
rationale behind the
algorithm?

WHAT to explain? HOW to explain?
Expert User Target Iterative /\J Evaluation
Mental Model Mental Model Mental Model Prototyping *_/
What happens to How do users Which key How can the target How has the user

mental model
developed?

mental model be
reached through Ul

ign?
design? Has the target

mental model been
reached?

How and where can
transparency be
integrated into the
Ul of the system?

Explanation goals
filter causes | generalize and learn | predict and control
transparency | improve decisions | debug model | moderate trust

s ]

Explaining Al

I How XAI Generates Explanations I

Inquiry and reasoning

Bayesian probability

prior | conditional | posterior

Similarity modeling

clustering | classification | dimensionality reduction | rule bogndaries

]
induction |anarogy | deduction
abduction | hypothetico-deductive model

Intelligibility queries
inputs | outputs | certainty | why | why not | what if | how to
+ t

r
Caus‘al explanation and causal attribution

contrastive | counterfactual | attributio

Rational choice decisions

probability | risk | expected utility

How People actually Reason (with Errors) I

.

Dual process model

system 1 thinking (fast, heuristic) | system 2 thinking (slow, rational)
System 1 Heuristic Biases

representativeness | availability | anchoring | confirmation

System 2 Weaknesses
lack of knowledge | misattributed trust

XAl elements
attribution | name | value | clause

Data structures
lists | rules | trees | graphs | objects

Visualizations
tornado plot | saliency heatmap | partial depeéndence plot

How XAI Support Reasoning (and Mitigate Errors)

Mitigate representative bias

similar prototype | input attributions | contrastive
Mitigate availability bias

prior probability

Mitigate anchoring bias

input attributions | contrastive

Mitigate confirmation bias

prior probability | input attributions

Moderate trust

transparency | posterior certainty | scrutable contrasts

[Wang et al. CHI 2019]

e Essentially hand-crafted for each user group and each Al system




Challenges

* No explanations desired for certain tasks and contexts [Bunt et al. Ul 2012]
 Different people need different explanations [Gunning et al. Science Robotics 2019]
* “Placebic” explanations [Eiband et al. CHI 2019]

e Explanations calibrate trust and reliance [Bussone et al. ICMI 2015, Holliday et al. 1UI 2018,
Nourani et al. HCOMP 2019]

* Explanations might be outside of the ML [Ehsan et al. CHI 2021]



Summary

* Interpretability important for understanding how an Al system works
* Two different ways: global and local explanations

* Various approaches to provide these but

* Local explanations = give features that make a difference to a specific
prediction

* Global explanations = show how model works overall

* Some challenges ahead in terms of providing the right explanations at
the right time in the right way to whoever needs them
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